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Abstract. This article starts with a discussion of three different attacks
on masked AES hardware implementations. This discussion leads to the
conclusion that glitches in masked circuits pose the biggest threat to
masked hardware implementations in practice. Motivated by this fact,
we pinpointed which parts of masked AES S-boxes cause the glitches that
lead to side-channel leakage. The analysis reveals that these glitches are
caused by the switching characteristics of XOR gates in masked multipli-
ers. Masked multipliers are basic building blocks of most recent proposals
for masked AES S-boxes. We subsequently show that the side-channel
leakage of the masked multipliers can be prevented by fulfilling timing
constraints for 3 · n XOR gates in each GF (2n) multiplier of an AES
S-box. We also briefly present two approaches on how these timing con-
straints can be fulfilled in practice.
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1 Introduction

The Advanced Encryption Standard (AES) [13] is the most commonly used
block cipher in modern applications. This is why there has been a significant
effort during the last years to design implementations of this algorithm that are
resistant against power analysis attacks [7].
One approach to secure implementations of AES against power analysis at-

tacks is to mask the intermediate values that occur during the execution of the
algorithm. Masking schemes for AES have been presented in [2], [22], [5], [11],
[3], and [15]. The first two of these schemes have turned out to be susceptible to
so-called zero-value attacks [5] and the second one is even susceptible to standard
DPA attacks [1]. The third scheme is quite complex to implement and there are
no published implementations of this approach so far. The last three schemes
are provably secure against DPA attacks and the schemes can also be efficiently
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implemented in hardware. This is why these schemes are the most commonly
used schemes to secure implementations of AES in hardware.
However, in 2005 several publications have shown that even provably secure

masking schemes can be broken in practice, if they are implemented in standard
CMOS. The reason for this is that in CMOS circuits a lot of unintended switching
activities occur. These unintended switching activities are usually referred to as
dynamic hazards or glitches. The effect of glitches on the side-channel resistance
of masked circuits has first been analyzed in [8]. A similar analysis has also been
presented in [19]. A technique to model the effect of glitches on the side-channel
resistance of circuits has been published in [20]. The fact that glitches can indeed
make circuits susceptible to DPA attacks in practice was finally shown in [9].
After the publication of these articles it was clear that considering the effect

of glitches is crucial when implementing masking schemes in hardware. However,
one important question has remained unanswered so far. The existing articles
only show that implementations of masking schemes leak side-channel informa-
tion. They do not pinpoint the exact gates or parts of the masked circuits that
account for the leakage. In [9] for example, it has been shown that a CMOS
implementation of [15] can be attacked because of glitches. However, it is not
clear which gates within the masked S-box implementation actually account for
this fact.
The current article answers this question by performing a close analysis of

masked multipliers which are the basis of masking schemes such as [11], [15],
and [3]. In fact, we show that the switching characteristics of the XOR gates
in these multipliers account for the side-channel leakage. This insight and the
fact how this insight can be used to develop DPA-resistant implementations of
masking schemes constitute the main contribution of this article.
However, before we start our analysis of the masked multipliers, Sect. 2

first briefly recapitulates the different DPA attacks on masked AES hardware
implementations that have been published recently. In particular, this section
compares the attack presented in [9] with the zero-offset DPA attack presented
in [23]. Both attacks are performed on a masked AES hardware implementation
according to [15]. The comparison turns out that the first attack is significantly
more effective. In fact, we are even able to show that a much simpler power
model of the masked S-box leads to successful attacks as well.
Motivated by this fact Sect. 3 analyzes which parts of the AES S-box actually

cause the side-channel leakage. As already pointed out, this analysis leads to the
conclusion that the XOR gates within the masked multipliers of the AES S-box
account for the leakage. This insight is used in Sect. 4 to present new approaches
in order to securely implement masking schemes. Sect. 5 summarizes the most
important results of this article and provides some conclusions.

2 Attacks on Masked AES Hardware Implementations

This section discusses results of three DPA attacks against a masked AES hard-
ware implementation. The device under attack was an AES ASIC that is based
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on the masking scheme that has been proposed in [15]. The chip uses a 32-bit ar-
chitecture and hence the computation of one AES round takes four clock cycles,
and a complete AES encryption takes 40 clock cycles. All of our DPA attacks
are based on a set of 1,000,000 power traces which we collected from the masked
AES chip. The traces have been measured at 1 GS/s using a differential probe.
The first attack we discuss is the zero-offset DPA (ZODPA) as proposed

in [23]. This attack requires that masks and masked data of the attacked device
leak simultaneously and it uses squaring as a preprocessing step. Subsequently,
we discuss a DPA attack based on a toggle-count power model of a masked S-box
of our chip. This attack has been performed in the same way as it has been pro-
posed in [9]. Finally, we present a simplification of this attack, which we refer to
as zero-input DPA. This attack is based on the fact that the power consumption
of our masked AES S-box implementation has a significant minimum for the
case that the mask and the masked input are equal.

2.1 Zero-Offset DPA

Zero-offset DPA was originally proposed by Waddle et al. in [23] and it represents
a special case of second-order DPA [10, 6, 14, 18]. This can be shown as follows.
Let us assume the power consumption at time t0 of the attacked device can be
described as

P (t0) = ε · (W (M) +W (Y )) +N (1)

where W (M) represents the Hamming weight of a random mask M , W (Y )
represents the Hamming weight of key-dependent data masked by M , ε is a
constant of proportionality, and N represents additive Gaussian noise. When
squaring this power signal, it can be observed that a zero-offset DPA is essentially
equivalent to a second-order DPA. Both attacks rely on the term W (M) ·W (Y ).

P 2(t0) = ε2 · (W (M) +W (Y ))
2
+ 2 · ε · (W (M) +W (Y )) ·N +N2 (2)

= ε2 ·
(

W 2(M) + 2 ·W (M) ·W (Y ) +W 2(Y )
)

+2 · ε · (W (M) +W (Y )) ·N +N2 (3)

However, zero-offset DPA can only be used, if the mask and the masked
data are processed simultaneously. While this scenario is unlikely to happen
in masked software implementations, it commonly occurs in masked hardware
implementations. In particular, it also occurs in our attacked AES ASIC and
hence a zero-offset DPA should theoretically be possible. Consequently, we have
squared our power traces and have computed the correlation coefficient between
the squared traces and corresponding hypotheses. However, even with 1,000,000
measurements we have not been able to perform a successful zero-offset DPA.

2.2 Toggle-Count DPA

In conventional CMOS circuits, signal lines typically toggle several times during
a clock cycle. In [8] it has been shown that the total number of signal toggles in
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Fig. 1. Average number of toggles in our masked S-box circuit.

masked non-linear gates, e.g. in masked AND or masked OR gates, is correlated
to the unmasked input and output signals. This fact has been exploited in a
simulated DPA attack.

A similar approach has been pursued in [9] to break masked AES hardware
implementations in practice. A back-annotated netlist of the attacked device
has been used in order to derive a toggle-count model of masked AES S-boxes.
Subsequently, these models were used in DPA attacks to reveal the secret key of
an AES chip3.

In order to confirm these results, we have performed these attacks on our
masked ASIC implementation again. We have first simulated our chip to deter-
mine the average number of toggles that occur in our masked AES S-box for
different data inputs. The power model of our S-box is shown in Fig. 1. In this
figure, the number of toggles of our masked S-box are shown for all possible 256
S-box inputs. Please note that there occurs a distinct minimum for S-box input
0, i.e. the case when mask and masked data are equal.

We have used the power model shown in Fig. 1 to mount a DPA attack
on our masked AES chip. We have correlated the measured power traces of
our masked AES implementation with hypotheses based on the power model.
In this attack, we have obtained a correlation coefficient of r = 0.04 for the
correct key hypothesis using 1, 000, 000 measurements. Approximately 15, 000
measurements were necessary to distinguish this correlation coefficient from the
false correlation coefficients. The correlation coefficients for an attack based on
15, 000 measurements are shown in Fig. 2.

3 Note that the toggle-count model assumes that each signal toggle has an equal
contribution to the power consumption. This condition is typically not met in real
life. Nevertheless, the model is usually sufficient mount successful DPA attacks on
masked implementations.
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Fig. 2. Correlation coefficients of the toggle-count DPA against the masked AES ASIC
with 15,000 measurements. The correct key hypothesis (225) is clearly distinguishable
from all false key hypotheses.

2.3 Zero-Input DPA

As shown in Fig. 1, the simulated masked AES S-box has a significant power
consumption minimum, if the S-box input x = xm ⊕mx = 0. This significant
minimum suggests that it should also be possible to perform DPA attacks that
just exploit this property. Hence, we have adapted our power model of the S-box
to the following much simpler model P (x).

P (x) = 0 if x = 0
= 1 if x 6= 0

Using this generic zero-input power model we have repeated our attack based
on the same set of power traces. We have obtained a correlation coefficient of
r = 0.022 for the correct key hypothesis. About 30, 000 measurements were nec-
essary to clearly distinguish this correlation coefficient from the ones of false key
hypotheses. Fig. 3 shows the result of an attack based on 30, 000 measurements.

The number of measurements that are needed for a zero-input DPA is greater
compared to the attack based on the more precise power model. However, the
attack is still feasible and it is much more effective than a zero-offset DPA attack.
The biggest advantage of the zero-input DPA over the two other attacks we have
discussed, is that the zero-input DPA does not require detailed knowledge about
the attacked device and it is still very effective. It exploits the fact that the power
consumption of the masked S-box implementation has a significant minimum for
the input value zero. In the following section, we analyze why implementations
of masked S-boxes actually leak side-channel information and we pinpoint where
the side-channel leakage is caused.
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Fig. 3. Correlation coefficients of a zero-input DPA against the masked AES ASIC
with 30,000 measurements. The correct key hypothesis (225) is clearly distinguishable
from the false correlation coefficients.

3 Pinpointing the Side-Channel Leakage of Masked

S-boxes

The masked AES S-box implementation we have attacked in the previous section
is based on composite field arithmetic. In fact, most recent proposals for masked
AES S-boxes (see [11], [15], and [3]) are based on this approach. Masked AES
S-boxes of this kind essentially consist of an affine transformation, isomorphic
mappings, adders and multipliers. All these elements except for the multipliers
are linear and hence it is easy to mask them additively. An additive masking of
a linear operation can be done by simply performing the operation separately
for the masked data and the mask.
In hardware, masked linear operations are usually implemented by two com-

pletely separate circuits. One circuit performs the linear operation for the masked
data and one circuit performs the linear operation for the corresponding mask.
There is no shared signal line between these two circuits. Therefore, the power
consumption P1 of the first circuit exclusively depends on the masked data and
the power consumption P2 of the second circuit exclusively depends on the mask.
According the definition of additive masking [2], the masked data and the mask
are pairwise statistically independent from the corresponding unmasked data.
Hence, P1 and P2 are also pairwise independent from the unmasked data.
In practice this means that an attacker who does not know the mask can

not perform a successful first-order DPA attack on the power consumption of
either of these two circuits. An attacker can only formulate hypotheses about
unmasked intermediate values of the performed cryptographic algorithm. In this
article, we denote the set of all unmasked intermediate values of the attacked
algorithm asH. Our previous argumentation hence formally means that ρ(H,P1)
and ρ(H,P2) are both 0 for all HεH. This also implies that the total power
consumption is uncorrelated to all intermediate values, i.e. ρ(H,P1 + P2) =
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0 ∀HεH. Throughout this article, we use the common assumption that the
total power consumption of a circuit is the sum of the power consumption of
its components. Using this assumption, it is clear that the linear elements of a
masked S-box do not account for the side-channel leakage we have observed in
the toggle-count and zero-input DPA attacks presented in Sect. 2. As the power
traces are not pre-processed in these attacks, the side-channel leakage can only
be caused by the non-linear elements, i.e. the multipliers which combine masks
and masked data.

In general, there exist several approaches to mask a multiplier. However, there
is also one very common approach. Fig. 4 shows the architecture of a masked
GF (2n) multiplier according this common approach. The multiplier takes two
masked inputs am and bm that are masked with ma and mb, respectively. The
output qm is the product of the corresponding unmasked values a and b masked
with mq.
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Fig. 4. Common architecture of a masked multiplier.

The masked multiplier consists of four unmasked multipliers that calculate
the intermediate values i1 . . . i4. These intermediate values are then summed by
4 · n XOR gates. A masked multiplier of this kind has been used as a masked
AND gate (n = 1) in [21]. Furthermore, this architecture is also used in the
masked S-boxes presented in [11], [3], and [15]. This is why we now analyze this
architecture more closely. We start our analysis by first looking at a masked
AND gate (n = 1). Subsequently, we look at multipliers in GF (22) and GF (24).
Finally, we look at the side-channel leakage of masked S-boxes as a whole that
contain several such masked multipliers.
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3.1 Masked AND Gate

Masked AND gates that are based on the architecture shown in Fig. 4 have
already previously been analyzed in [8] and [20]. These analyses have revealed
that such gates indeed leak side-channel information. However, in neither of
these publications the source of the leakage has been pinpointed exactly. Both
publications essentially state that there occurs leakage due to timing properties.
Yet, these properties are not analyzed further. In the current article, we pinpoint
the exact cause of the side-channel leakage.

For this purpose we have implemented a masked AND gate based on the
architecture shown in Fig. 4. We have then simulated the back-annotated netlist
of this gate for all possible input transitions. There are five input signals and
hence there are 210 possible input transitions4. For each of these 210 cases we
have counted the number of transitions that occur on each signal line in the
design. We denote the these numbers of transitions with T (am), T (bm), T (ma),
T (mb), T (mq), T (qm), and T (i1) . . . T (i7).

In order to analyze which signal lines account for the side-channel leakage
of the gate, we have calculated the correlation between these numbers on the
one hand and the unmasked values a, b and q on the other hand. Due to the
masking T (am), T (bm), T (ma), T (mb), and T (mq) do not leak side-channel
information. Furthermore, it turns out that also ρ(T (ij), a) = 0, ρ(T (ij), b) = 0
and ρ(T (ij), q) = 0 for j = 1 . . . 4. This result is actually not surprising. The
four multipliers (the four AND gates in case of n = 1) never take a masked
value and a corresponding mask as input. For example, there is no multiplier
that takes am and ma as input. Each pair of inputs of the multipliers is not only
pairwise independent of a, b and q, but it is completely statistically independent
of these values. Therefore, also the power consumption of the multipliers and
their outputs are independent of a, b and q. The side-channel leakage can only
be caused by the XOR gates.

At first sight this might seem counter-intuitive because the number of tran-
sitions that occur at the output of an XOR gate intuitively correspond to the
sum of transitions that occur at the inputs of the gate. Each input transition
should lead to one output transition. The number of input transitions does not
leak side-channel information and hence also the number of output transitions
should not. Unfortunately, this reasoning is wrong in practice.

It is true that an XOR gate usually switches its output each time an input
signal switches. However, the gate does not switch its output, if both input
signals switch simultaneously or within a short period of time. In this case, the
input transitions are “absorbed” by the XOR gate and not propagated further.
Exactly this effect accounts for the side-channel leakage of the masked AND gate.
Our simulations have shown that the number of absorbed transitions is indeed
correlated to a, b and q. This means that the arrival times of the input signals
at the XOR gates depend on the unmasked values. It is the joint distribution of
the arrival times of the signals i1 . . . i4 that causes the side-channel leakage of

4 In our simulation all input signals are set at the same time.
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the gate. The arrival times are different for different unmasked values and hence
a different number of transitions is absorbed. This in turn leads to a different
power consumption.
It is important to point out that it is exclusively this effect that accounts

for the side-channel leakage of the masked AND gate. If each XOR gate would
switch its output as often as its inputs switch, the gate would be secure. This is
a consequence of the fact that T (i1) . . . T (i4) are uncorrelated to a, b and q.

3.2 Masked Multipliers for GF (22) and GF (24)

In order to confirm the insights gained from the analysis of the masked AND
gate, we have also implemented masked multipliers for GF (22) and GF (24).
Multipliers of this kind are used in the masked AES S-boxes of [11], [3], and [15].
As in the case of the masked AND gates, we have performed different simulations
based on back-annotated netlists of these multipliers.
First, we have confirmed that T (i1) . . . T (i4) are indeed independent of a,

b and q. This analysis was actually just done for sake of completeness. From
a theoretical point of view it is clear that the power consumption of the four
multipliers shown in Fig. 4 is independent of the unmasked values. As already
pointed out before, the inputs of each multiplier are completely statistically
independent from the unmasked values. This fact is independent of the bit width
of the multipliers.
In the second step, we have again analyzed the switching characteristics of

the XOR gates. Our simulations have confirmed that the number of absorbed
transitions depends on the unmasked values a, b and q—exactly as in the case of
the masked AND gate. The side-channel leakage of all masked multipliers that
are based on the architecture shown in Fig. 4 is obviously caused by the same
effect.
However, unfortunately it is not possible to make a general statement on how

much information such masked multipliers leak. The fact how many transitions
are absorbed by the XOR gates depends on many implementation details. The
arrival times of the signals at the XOR gates strongly depend on the placement
and routing of the circuit. Of course also the used CMOS library has a strong
impact. The library affects the timing of the input signals and it also determines
how big the delay between two input transitions of an XOR gate has to be in
order propagate.
Based on our experiments, we can make one general statement. We have

implemented several masked multipliers and we have also placed and routed
them several times. In all cases, we have observed side-channel leakage. In order
to prevent that the XOR gates absorb transitions, it is therefore necessary to
explicitly take care of this issue during the design process (see Sect. 4).

3.3 Masked AES S-boxes

Masked AES S-boxes as they are presented in [11], [15], [3] contain several
masked multipliers. We now analyze two concrete implementations of masked

9



AES S-boxes in order to check how the side-channel leakage of the multipliers
affects the other components of the S-boxes. We first analyze an implementation
of the AES S-box proposed in [15] and then we look at an implementation of [11].

Masked S-box of Oswald et al. The first step of our analysis was to generate a
back-annotated netlist of the masked AES S-box described in [15]. Subsequently,
we have simulated this netlist for 200, 000 randomly selected input transitions.
During these simulations, we have counted the number of transitions that occur
on each of the internal signal lines of the S-box. Based on these numbers it was
possible to determine which signal lines cause the most side-channel leakage.

As expected, all the linear operations that are performed at the beginning
of the S-box do not leak any information. The transitions that occur on the
corresponding signal lines are independent of the unmasked S-box input. The
first leakage within the S-box occurs in the first masked multiplier. The XOR
gates of this multiplier absorb a different number of transitions for different data
inputs. The number of transitions that occur on the output signal of the masked
multiplier is therefore correlated to the unmasked version of the S-box input.

The fact that the switching activity of this signal is correlated to the un-
masked S-box input has severe consequences for all components that use this
signal as input. The switching activity of all these components typically also be-
comes correlated to the unmasked S-box input5. This holds true for linear and
non-linear components. Therefore, the leakage that is caused by the first masked
multiplier spreads out like an avalanche through the remaining S-box.

This leakage is additionally amplified by the leakage of all other masked mul-
tipliers in the S-box. In fact, the leakage continuously grows on its way through
the S-box. In case of our S-box implementation of [15] this leads to the power
consumption characteristic we have already shown in Fig. 1. A different amount
of transitions occurs for every unmasked S-box input. A significant minimum for
the number of transitions occurs for the case that the input value is 0. In this
case, the masked S-box input and the corresponding mask are equal. The arrival
times of the signals in the masked multipliers are more uniform in this case than
in all other cases. Therefore, more transitions are absorbed by the XOR gates
and also less transitions propagate through the components that are connected
to the multipliers.

Masked S-box of Morioka and Akishita We have also analyzed the masked
AES S-box proposed by Morioka and Akishita in [11]. The architecture of this
S-box is based on the unmasked S-box proposed by Satoh et al. in [17]. As in
the case of the masked S-box by Oswald et al. [15] we have first generated a

5 There are of course also gates that do not propagate the leakage. For example, the
output signal of a NAND gate that is connected to a leaking signal on input one
and to 0 on input two does not leak any information. However, there are typically
sufficient gates connected to a leaking signal that at least some of the gates propagate
the leakage.
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back-annotated netlist of the design. Subsequently, we have simulated 200, 000
random input transitions and we have counted the number of transitions for
each signal line. Again, we have noticed that the total number of transitions
in the masked S-box circuit is clearly correlated to the unmasked S-box input.
As a matter of fact, we were able to successfully mount a simulated zero-input
attack on this masked S-box. The attack only required a few thousand simulated
power traces, i.e. simulations of transition counts. This result also confirms our
aforementioned claim that a precise power model of a masked S-box implemented
in CMOS is not always necessary to successfully perform a DPA attack.
In order to investigate why the number of toggles has a minimum, if the

mask and the masked input are equal, we have evaluated transition count data
of various S-box subcircuits. We have then performed zero-input attacks against
these subcircuits. Exactly as in the case of the masked S-box by Oswald et al. we
have found out that glitches are absorbed in XOR gates of a masked finite field
multiplier. Our analysis has confirmed that the number of absorbed transitions
is again correlated to the unmasked S-box input and that there is a significant
power consumption minimum for input 0. The masked S-box of Morioka and
Akishita is highly symmetric with regard to the signal paths of the mask and
the masked input. This symmetry seems to be the main reason why transitions
are absorbed by the XOR gates, if the mask and the masked input are equal.
In general, it is difficult to make a general statement on whether all masked

S-boxes have a significant minimum of the power consumption for the case that
the input is 0. Many implementation details influence the exact switching char-
acteristic of an S-box. However, based on our observations we assume that most
masked S-boxes are vulnerable to zero-input attacks.

4 Countermeasures

In the previous section, we have analyzed the side-channel leakage of masked
multipliers that are based on the architecture shown in Fig. 4. It has turned out
that the XOR gates summing the outputs of the four unmasked multipliers of
this architecture, account for the side-channel leakage. These XOR gates absorb
transitions and the number of absorbed transitions is correlated to the unmasked
operands of the masked multiplier.
In Sect. 3, we have already pointed out that it is exclusively this absorbtion

that causes the side-channel leakage. A masked multiplier is secure against DPA
attacks, if no transitions are absorbed by the XOR gates. This means that the
number of transitions at the output of an XOR gate needs to be equal to the total
number of transitions occurring at the inputs. A masked multiplier that imple-
ments XOR gates in this way is secure. The transitions of the signal lines i1 . . . i4
are uncorrelated to a, b and q. If the XOR gates propagate these transitions to
the output qm without any absorbtion, the whole multiplier is secure.
In a masked GF (2n) multiplier, there are 4·n XOR gates that sum the signals

i1 . . . i4 and mq. When looking at Fig. 4, it is clear that the n XOR gates that
sum i4 and mq, are actually not critical. The input signals of these gates depend
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on mask values only and hence the absorbed number of transitions of these gates
cannot depend on a, b or q. As a consequence, there are actually only 3 ·n XOR
gates in a masked multiplier that must not absorb any transitions. These are
the gates summing i1, i2, i3 and i7. Preventing an absorbtion at these gates
means that the inputs of these gates must not arrive simultaneously or within
the propagation delay of the XOR gate. This is the timing constraint that needs
to be fulfilled by the input signals.
In general, timing constraints are quite challenging to fulfill in practice. How-

ever, there exist two approaches that can be used to reach this goal. The first
approach is to insert delay elements into the paths of the input signals of the
XOR gate. A similar approach has actually already been used in [12] to reduce
the power consumption of an unmasked AES S-box. In case of a masked multi-
plier, delay elements need be inserted into the lines i1, i2 and i3 in such a way
that the timing constraints for the XOR gates are fulfilled. We have successfully
implemented a secure GF (2) multiplier based on this approach. Simulations of
this multiplier have confirmed that the transitions of all signal lines in the design
are indeed independent of a, b and q.
However, it is important to point out that it is not always possible to effi-

ciently fulfill the timing constraints of the XOR gates by inserting delay elements.
For our masked multiplier we have assumed that all masked input signals arrive
at the same time. However, the arrival times of the operands at a masked multi-
plier can vary significantly, if the multiplier is not connected to flip flops directly.
If the multiplier is part of a long combinational path, the approach of inserting
delay elements is usually not the best one to fulfill the timing constraints.
An alternative to inserting delay elements is to use enable signals in the cir-

cuit. The basic idea of this approach is to generate enable signals by a dedicated
circuit that enable the inputs of the critical XOR gates just at the right time.
Enable signals of this kind have for example also been used in [19] to control the
switching activity of masked gates. Of course, the generation of enable signals
requires a certain effort and it increases the design costs.
However, building secure masked circuits is always associated with costs.

The proposal for secure masked gates presented in [4] is also associated with
timing constraints that need to be fulfilled when building a masked circuit.
One approach for secure masked circuits without timing constraints has been
presented in [16]. However, this approach requires a pre-charging phase and
hence the throughput of such implementations is halved compared to standard
CMOS circuits.

5 Conclusions

In the first part of this article, we have presented results of three different DPA
attacks on a masked AES ASIC implementation. One of these attacks was a
simplification of the attack presented in [9]. Comparing this attack with zero-
offset DPA has turned out that glitches are indeed the biggest problem of masked
hardware implementations of AES. Motivated by this fact, we have pinpointed

12



which parts of masked AES S-boxes cause glitches that lead to side-channel
leakage. Our analysis has turned out that the glitches are caused by switching
characteristics of XOR gates in masked multipliers.
We have subsequently shown that the side-channel leakage can be prevented

by fulfilling timing constraints for 3 · n XOR gates in each GF (2n) multiplier of
an AES S-box. In practice, these timing constraints can essentially be fulfilled by
two approaches: the insertion of delay elements and the usage of enable signals.
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