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Abstract. In this paper, we investigate the difficulty of one of the most
relevant problems in multivariate cryptography – namely MinRank –
about which no real progress has been reported since [19, 9]. Our start-
ing point is the Kipnis-Shamir attack [19]. We first show new properties
of the ideal generated by Kipnis-Shamir’s equations. We then propose
a new modeling of the problem. Concerning the practical resolution, we
adopt a Gröbner basis approach that permitted us to actually solve chal-
lenges A and B proposed by Courtois in [8]. Using the multi-homogeneous
structure of the algebraic system, we have been able to provide a theoret-
ical complexity bound reflecting the practical behavior of our approach.
Namely, when r′ the dimension of the matrices minus the rank of the
target matrix in the MinRank problem is constant, then we have a poly-

nomial time attack O
“
ln (q) n3 r′2

”
. For the challenge C [8], we obtain

a theoretical bound of 266.3 operations.

1 Introduction

The main purpose of this paper is the study of the MinRank (MR) problem. MR
was originally introduced in [26] as one of the natural questions in linear algebra,
and the authors there proved its NP-completeness. Later, it was restated in [8] in
the cryptographic context. Since then, it has been shown to be related to several
multivariate public key cryptosystems, for instance HFE [23, 19] and TTM [22,
9]. MR is also the basis of an efficient zero-knowlege authentication scheme [8].
According to the designer, this scheme is one of the most efficient post-quantum
(i.e. based on a NP-complete problem) authentication scheme.
We can consider that MinRank – with the Polynomial System Solving (PoSSo)
[17] and the Isomorphism of Polynomials (IP) [23] problems – is one of the main
problems in multivariate cryptography. Contrarily to PoSSo for which progresses
are reported continuously [12, 14], and IP which is now well mastered for most
of its cryptographic applications [15, 16], no advance has been reported on MR



since [19, 9]. To this respect, it has to be noted that the paper of X. Jiang, J. Ding
and L. Hu [18] deals with the particular context of HFE. They show that due
to the particular structure of the equations the complexity of the Kipnis-Shamir
attack is exponential. The theoretical argument underlying his observation does
not apply to the context of the generic MR problem.

There exists two non-trivial general techniques for solving MinRank. A first tech-
nique, called kernel attack, consists in guessing some vectors of an appropriate
kernel, and then solve a resulting linear system [9, 8]. Another technique, due
to Kipnis and Shamir [8, 19], consists in modeling MR as a PoSSo problem, i.e.
one in which the purpose is to solve a quadratic system of equations. It is a
transposition of an original attack on HFE [8, 19]. Initially, the complexity of
this attack was evaluated using relinearization.

The starting point of our study is Kipnis-Shamir (KS) attack on MR. We begin
by proving an exact correspondence between the solutions found by KS attack
and the solutions of MR; moreover, we show how Kipnis-Shamir’s approach
somehow include the so-called minors attack and Schnorr’s attack on MR. We
then propose a new method for solving MR, which can be viewed as an ex-
tension of Schnorr’s attack. After that, we present our practical way of solving
MR, namely by means of fast Gröbner bases algorithms (e.g. [12]). Our main
practical result is the breaking of the challenges A and B proposed for the MR-
authentication scheme [8]. The MinRank problem being NP-hard, we cannot
expect to solve efficiently all the instances. Thus, there is a set of parameters
which remains out of the scope of our approach. But it has to be noted that the
challenges we break correspond to sets of parameters which are the most inter-
esting for practical use. Consequently, the place of MR-authentication scheme
in the hierarchy of post-quantum schemes should be re-evaluated.

1.1 Organization of the paper. Main results.

In a first part of the paper, we recall known facts about the complexity of MR
and its links with famous problems of coding theory. Then we detail two generic
solving methods for MR, namely the kernel attack and Kipnis-Shamir attack.
Section three is devoted to new properties satisfied by the equations generated by
the Kipnis-Shamir attack (KS equations). In particular, we point out a bijection
between the solutions of MR and the variety associated to the ideal generated by
the KS equations. In the purpose of systematically studying and comparing all
the modelings for MR, we show how the equations generated by other techniques
– namely, the minors attack and Schnorr’s attack – are included in the ideal of
the KS equations. In section four, we describe our new modeling of the problem,
that links the minors attack and Schnorr’s attack. It appears that this new
method is not the most efficient one, as quoted at the end of section 4. Thus,
in order to evaluate the theoretical complexity of solving MR, we keep the best
approach, that is, the one given by the KS equations. Section five provides such a
theoretical complexity bound. It is obtained using multi-homogeneous properties
of the equations. Our numerical results are presented in section six.



2 The MinRank problem

First, let us recall the MinRank problem over a field K:
MinRank (MR)
Input : positive integers N,n, r, k, and matrices M0;M1, . . . ,Mk in MN×n(K)
Question : is there a k-tuple (λ1, . . . , λk) of elements of K such that :

Rank

(
k∑

i=1

λi ·Mi −M0

)
≤ r.

We will in practice consider the search problem. If N = n, one gets a “square”
instance of MR, that we call MRs.

Property 1. MRs and MR are poly-time many-one equivalent.

Proof. MRs is a sub-problem of MR, in the sense that any instance of MRs can
be considered as an instance of MR.
Now, let g be a function from the set of instances of MR to the set of in-
stances of MRs, which maps a matrix M of size N × n to the square ma-
trix of size max(N,n) obtained from M by adding n − N rows (resp. N − n
columns) of zeroes (depending on whether N < n or not). Then obviously
Rank(g(M))=Rank(M), so that any yes-instance of MR is mapped to a yes-
instance of MRs by g; and conversely, any instance of MR which, by g, becomes
a yes-instance of MRs, is indeed a yes-instance of MR. ut

2.1 Complexity considerations.

Some complexity results have been proved for MR, linking it with other hard
- or presumably hard - problems. The first one is a very simple reduction from
Maximum Likelihood Decoding, proposed by Courtois in [9], which thus shows
the NP-hardness of MR. Another less known fact is the link between MR and
another problem in Coding Theory, namely Rank Decoding (RD). To this re-
spect, the main result is that RD is poly-time many-one reducible to MR. The
following lines are devoted to the RD problem and the proof of this result. Let
us first recall what rank metric is.
Let N,n ∈ N∗, and q be a power of a prime. We consider FqN as a vector
space of dimension N over Fq, and we fix a basis B = (b1, . . . , bN ) of it. For
x = (x1, . . . , xn) ∈ Fn

qN , we denote by Rank(x |Fq), the rank of the (N × n)
matrix with entries in Fq given by X = (xij)ij , where, for each j, 1 ≤ j ≤ n, xj =∑N

i=1 xijbi. In other words, X is obtained from x by expressing each coordinate of
x in B. For any two vectors x,y ∈ Fn

qN , the quantity d(x,y) = Rank(x− y |Fq)
defines a distance over Fn

qN , called rank distance. For codes over an extension
field, rank distance is an analogue - although less discriminant - to the classical
Hamming distance.
The Rank Decoding problem states as follows:



Rank Decoding (RD)
Input : positive integers N,n, r, k, a matrix G in Mk×n(FqN ) and a vector
c ∈ Fn

qN .
Question : is there a vector m ∈ Fk

qN , such that e = c − mG has rank
Rank(e |Fq) ≤ r ?

If it is known a priori that Rank(e |Fq) <= b(d−1)/2c, where d is the minimum
(rank) distance of the considered code, then exactly one solution exists.

It is to be noted that MR can be seen as a subfield subcode rank decoding problem,
where m has to be searched over the ground field Fq. Indeed, let (N,n, r, k,G, c)
be an instance of RD. Let B = (b1, . . . , bN ) be a basis of FqN over Fq. Expressing
each coordinate of c in this basis, we get an N×n matrix with entries in Fq, that
we call M0. Analogously, for 1 ≤ i ≤ k, expressing every entry of every row Li of
G in B, we get an N × n matrix Mi over Fq. Then (N,n, r, k,M0;M1, . . . ,Mk)
is an instance of MR that exactly corresponds to the instance (N,n, r, k,G, c) of
RD in the sense that a solution m = (λ1, . . . , λk) of this instance of MR will be
a solution over Fq of the instance of RD, if ever such a solution exists.

As RD is in NP, we have that RD is poly-time many-one reducible to MR. A
proof of this has been sketched in [7]. We give below a completely written proof
of this property:
Proposition. [7] RD is poly-time many-one reducible to MR.

Proof. Fix a basis B = (b1, . . . , bN ) of FqN , considered as an N -dimensional
vector space over Fq. Let f be the function that, to an instance (N,n, r, k,G =
(L1, . . . , Lk), c) of RD, associates the instance (N,n, r, kN,M0;M1, . . . ,MkN ) of
MR, where M0 is the N × n matrix with entries in Fq representing the vector
c ∈ Fn

qN in the basis B, and M` = bjLi with ` = (i − 1)N + j, 1 ≤ i ≤ k,
1 ≤ j ≤ N , is the N × n matrix over Fq representing the product bjLi.
Let now (N,n, r, k,G = (L1, . . . , Lk), c) be a yes-instance of RD, and let m =
(m1, . . . ,mk) be a vector of Fk

qN , solution to this instance, i.e. Rk((c−mG)|Fq) =

Rk((c−
∑k

i=1 miLi)|Fq) ≤ r. For 1 ≤ i ≤ k, let mi =
∑N

j=1 mijbj , mij ∈ Fq, in
the basis B. Then, miLi =

∑N
j=1 mijbjLi. We thus get

Rank((c−mG)|Fq) =

Rank(M0 −
k∑

i=1

N∑
j=1

mijbjLi) = Rank(M0 −
k∑

i=1

N∑
j=1

mijM(i−1)N+j). (1)

As this rank is ≤ r, {mij}1≤i≤k, 1≤j≤N is a solution of the instance
(N,n, r, kN,M0;M1, . . . ,MkN ) = f(N,n, r, k,G, c) of MR.

Now let (N,n, r, k,G = (L1, . . . , Lk), c) be an instance of RD, such that
f(N,n, r, k,G, c) = (N,n, r, kN,M0;M1, . . . ,MkN ) is a yes-instance of MR. Let
m ∈ FkN

q be a solution of it. Then

Rk(M0 −
kN∑
`=1

m`M`) ≤ r



Write ` = (i−1)N + j, 1 ≤ i ≤ k, 1 ≤ j ≤ N . The equalities (1) then imply that
the vector (

∑N
j=1 mjbj ,

∑N
j=1 mN+jbj , . . . ,

∑N
j=1 m(k−1)N+jbj), expressed in the

basis B of FqN , is a solution in FqN of the considered instance of RD.

2.2 Solving MinRank: known methods

We here consider a square instance (n, r, M0;M1, . . . ,Mk) of MR. We are going
to survey two methods to solve this problem. First, note that exhaustive search
to find a tuple (λ1, . . . , λk) of elements of K needs at most (#Kk)n3 elementary
operations on n× n matrices over K.

The kernel attack. This first non-trivial attack on MR was proposed by Cour-
tois and Goubin in citettmcrypt. It works as follows. First choose m vectors
x(i) ∈ Fn

q , 1 ≤ i ≤ m at random. Secondly, solve the system of mn equations
for (µ1, . . . , µk) ∈ Fk

q : (M0 −
∑k

j=1 µjMj)x(i) = 0n, ∀1 ≤ i ≤ m. Note that if
m = d k

ne, this system essentially has only one solution λ = (λ1, . . . , λk).

Now set Eλ = M0 −
∑k

j=1 λjMj ; we want Eλ to be of rank ≤ r. If this were the
case, then dim(KerEλ) ≥ n− r and so, for x ∈ Fn

q chosen at random,

Pr{x ∈ KerEλ} ≥ q−r and Pr{{x(i), 1 ≤ i ≤ m} ⊆ KerEλ} ≥ q−mr.

Thus, in order to find a λ such that Eλ has the desired rank, we have to run
the above experiment (i.e. steps (1) and (2)) qmr times on average. Taking the
value of m as above, the complexity of this attack is thus O(qd

k
n erk3).

Kipnis-Shamir’s attack In this attack, the MR problem is modeled as an
MQ problem, i.e. one in which the purpose is to solve a quadratic system of
equations. It is a transposition of an original attack on HFE due to Shamir and
Kipnis [19]. In its principle, this attack is somehow dual to the previous one.
The idea is to try to find a set of n− r independent vectors of a special form in
the kernel of : Eλ =

∑k
i=1 λi ·Mi −M0. Putting the constraints into equations

yields a quadratic system with unknowns a subset of coordinates of these vectors,
together with the vector λ = (λ1, . . . , λk).
In details, it works as follows: when λ is a solution of the considered MR in-
stance, rank(Eλ) ≤ r. We want to express this rank condition as a large num-
ber of equations in a small number of variables. As dim

(
Ker(Eλ)

)
≥ n − r,

there exists n− r linearly independent vectors in Ker(Eλ). Name those vectors
x(1), . . . , x(n−r). Even if we fix the first n − r coordinates of each vector to ar-
bitrarily chosen values, we can still expect to get n − r independent vectors.
Each x(i) is thus of the form x(i) = (z1, . . . , zn−r, x

(i)
1 , . . . , x

(i)
r ), where the zis

are chosen arbitrarily and x
(i)
j s are defined as new variables. The equalities :(

k∑
i=1

λi ·Mi −M0

)
x(i) = 0n, for all i, 1 ≤ i ≤ n− r,



then yield a quadratic system of (n−r)·n equations in r·(n−r)+k unknowns. For
1 ≤ i ≤ n−r and 1 ≤ j ≤ n, let fi n+j be the quadratic equation corresponding to

j-th componant of
(∑k

i=1 λi ·Mi −M0

)
x(i) = 0n.Here and in what follows, we

shall denote by IKS =
〈
f1, . . . , fn (n−r)

〉
the ideal generated by these quadratic

equations. Here, and in what follows, we shall denote by IKS the ideal generated
by these quadratic equations.

3 A Fresh look at Kipnis-Shamir’s attack

We here go deeper in the investigation of the properties of IKS. First, we precise
the link between the variety associated to IKS and the solutions of MR.

3.1 Properties of KS equations

The next theorem shows that the modeling proposed by Kipnis and Shamir
is somehow optimal, in the sense that the zeroes of the KS equations exactly
correspond to the solutions of MR.

Theorem 1. Let (n, k,M0;M1, . . . ,Mk, r) ∈ LMR
3. We shall denote by Sol(n, k,

M0;M1, . . . ,Mk, r) the set of solutions of MinRank on (n, k,M0;M1, . . . ,Mk, r).
There is a one-to-one correspondence between Sol(n, k,M0;M1, . . . ,Mk, r) and
the variety :

VK(IKS) = {z ∈ Kr·(n−r)+k : f(z) = 0, for all f ∈ IKS},

IKS being the ideal defined from the considered instance of MR as in Section 2.

Proof. Let s ∈ VK(IKS) ⊂ Kr·(n−r)+k. We can suppose w.l.o.g. that the last
r · (n − r) components of s correspond to the variables x

(i)
j s, i.e. the unknowns

corresponding to the n− r linearly independent vectors of a suitable kernel.
We can then write s = (λ, s1, . . . , sn−r) ∈ Kr·(n−r)+k, where each si ∈ Kr and
λ = (λ1, . . . , λk) ∈ Kk. We then construct :

x(i) = ( 0, . . . , 0︸ ︷︷ ︸
n−r zeroes

, si) ∈ Kn.

By definition of IKS, it holds that
(∑k

t=1 λt ·Mt −M0

)
x(i) = 0n, for all i, 1 ≤

i ≤ n− r. The vectors x(i), 1 ≤ i ≤ n− r being independent vectors, we get :

Rank

(
k∑

t=1

λt ·Mt −M0

)
≤ r.

i.e. λ = (λ1, . . . , λk) is a solution of MR on (n, k,M0;M1, . . . ,Mk, r).
Conversely, the fact that any element of Sol(n, k,M0;M1, . . . ,Mk, r) corresponds
to a point of VK(IKS) has been explained in 2.2. ut
3 The language associated to MinRank.



From this theorem, we can propose a classification of MinRank instances. As
explained in the previous section, IKS is generated by (n − r) · n equations in
r · (n − r) + k variables. The system is underdefined as soon as the number of
variables is greater than the number of equations. This implies that :

∆ = r · (n− r) + k − (n− r)n = (r − n) · (n− r) + k = −(n− r)2 + k

variables can take arbitrary values of K. According to the previous theorem, there
is a one-to-one correspondence between the zeroes of IKS and the solutions of
MR. It follows that an instance (n, k,M0;M1, . . . ,Mk, r) ∈ LMR has at least
#K∆ solutions if ∆ > 0. Our concern is to find only one solution. To this end,
we can randomly fix ∆ variables in the system corresponding to IKS. We will
then get a system with the same number of variables as equations. It is then very
likely that the corresponding variety will be reduced to a unique point (which
will correspond to a solution of MR). This can be interpreted as follows :

Lemma 1. Let (n, k,M0;M1, . . . ,Mk, r) ∈ LMR, and set ∆ = −(n − r)2 + k.
If ∆ > 0 and (λ∆+1, . . . , λk) ∈ Sol(n, k −∆, M0;M∆+1, . . . ,Mk, r) then for all
r = (r1, . . . , r∆) ∈ K∆ :

(r1, . . . , r∆, λ∆+1, . . . , λk) ∈ Sol(n, k,M0;M1, . . . ,Mk, r).

That is, all the solutions of (n, k,M0;M1, . . . ,Mk, r) ∈ LMR can be easily de-
duced from Sol(n, k −∆, M0;M∆+1, . . . ,Mk, r). This leads us to introduce the
following terminology.

Definition 1. Let (n, k,M0;M1, . . . ,Mk, r) ∈ LMR, and set ∆ = −(n− r)2 +k.

– If ∆ = 0, then we shall say that the instance (n, k,M0;M1, . . . ,Mk, r) is
well defined.

– If ∆ > 0, then we shall call normalization the process of deleting the
first ∆ matrices of (n, k,M0;M1, . . . ,Mk, r). The result of this process is a
normalized instance (n, k −∆, M0;M∆+1, . . . ,Mk, r).

In the sequel, we will always focus our attention to well defined instances. We
would like to emphasize that this is not a restriction. Instances which are not
well defined can be normalized, leading then to well defined instances. According
to Lemma 1, it is sufficient to study such normalized instances, as a normalized
instance will indeed permit to describe all the solutions of the initial instance.

We also would like to point out that Lemma 1 permits to classify instances of
MR with respect to their difficulty. From the lemma, it is clear that if we are
able to solve efficiently the well defined instance (n, k,M0;M1, . . . ,Mk, r), then
we will be able to solve efficiently any instance (n, k′,M0;M1, . . . ,Mk′ , r) of MR
with k′ ≥ k.



3.2 Relating KS to other algebraic methods

We will here show another “optimality” feature of the KS equations, namely
that the equations obtain via other algebraic methods are indeed included in the
ideal generated by the KS equations.
In this section, we let (n, k,M0;M1, . . . ,Mk, r) ∈ LMR be an instance of Min-
Rank and IKS be the associated ideal. We will suppose that IKS is radical, i.e.√

IKS = {f ∈ K[x1, . . . , xm] : ∃r > 0 s. t. fr ∈ IKS} = IKS.

In the cryptographic context, the ideals are usually radical. This is due to the fact
that, for an ideal to be radical, it is sufficient that the field equations be included
in it. In practice, we have not included the field equations in IKS. However, for
proving the radicality of IKS, we can suppose w.l.o.g. that such equations are
included in IKS.
The minors method. This method comes back to the very definition of MR,
and expresses that (λ1, . . . , λk) is a solution of MR if and only if all the minors
of degree r′ > r of the matrix

∑k
i=1 λiMi−M0 are zero. In this context, we have

the following

Proposition 1. Set E(x1, . . . , xk) =
∑k

i=1 xiMi −M0. Then all the minors of
E(x1, . . . , xk) of degree r′ > r lie in IKS.

Proof. A solution of MR corresponds to a specialization of the variables x1, . . . , xk

in E(x1, . . . , xk), leading to a matrix of rank ≤ r. For such a specialization, all
the minors Mr′ of rank r′ > r of the matrix E(x1, . . . , xk) must equal zero. A
minor Mr′ is a polynomial of degree r′ whose variables are x1, . . . , xk.
It is clear that all the minors vanish on VK(IKS). Therefore, by Hilbert’s Strong
Nullstellensatz [1] (th. 2.2.5), we get that all the minors of rank r′ > r lie in the
radical of IKS. This ideal being radical, it turns out that all those minors lie in
IKS. ut

Schnorr’s method. This unpublished method due to Schnorr was quoted in
[7]. The idea is to consider the multivariate polynomial

P (x1, . . . , xk) = Det

(
k∑

i=1

xiMi −M0

)
. (2)

If λ = (λ1, . . . , λk) is a solution of MR, then λ is a root of P of multiplicity greater
than or equal to n− r. This means that such a λ is solution of P (x1, . . . , xk) = 0
as well as

{
∂jP
∂xi

(x1, . . . , xk) = 0
}

1≤i≤k
, for all j, 1 ≤ j ≤ n− r − 1. This means

that all these equations vanish on VK(IKS) and therefore belong to IKS.
To summarize, we have proved that the KS equations include the equations that
one could obtain using minors or a basic property of the determinant. From a
system solving point of view, this means that solving MR using KS equations is
at least as efficient as solving MinRank using either of those alternative methods.
We will see that KS equations lead to a more efficient solving. Before that, we
present a new method for setting up a system of equations for MinRank.



4 A new modeling

This new method will permit to link Schnorr and the minors methods. The start-
ing point is similar to Schnorr’s method, namely we will consider the polynomial
given in (2). Remark that if k = 1, then P (x1) = Det(x1 ·I− M0M

−1
1 ) is exactly

the characteristic polynomial of M0M
−1
1 . In this special context, MinRank cor-

responds to the problem of finding the eigenvalues of M0M
−1
1 . It is well known

that this can be done by computing the roots of the characteristic polynomial
P (x1). Schnorr’s method is a generalization of this technique.
We also would like to mention that MinRank is related to the so-called matrix
pencils problem.The eigenvalue of a linear matrix pencil (A,B) ∈Mn×n×Mn×n

is a λ ∈ K such that Det(A− λB) = 0.

The generalized high order eigenvalue problem consists of finding the eigenvalues
of for a matrix pencil (M1, . . . ,Mk) ∈ (Mn×n)k; i.e. finding λ ∈ K such that
Det

(∑k
i=1 λiMi

)
= 0. One can see that MinRank is a multivariate version of

this problem.
We will now describe a new approach for modeling MR(n, k, r) as a set of alge-
braic polynomials. To do so, we remark that if λ = (λ1, . . . , λk) is a solution of
MinRank then λ is root of P (x1, . . . , xk) with “multiplicity” n − r. More pre-
cisely, the polynomial P (x1 + λ1, . . . , xk + λk) has no terms of degree smaller
or equal to n − r. Thus, similarly to the univariate case, the coefficients of the
monomials of degree d are sums of the minors of degree n − d of the matrix
: E(x1, . . . , xk) =

∑k
i=1 xiMi − M0. In order to construct the system, we will

introduce new variables y1, . . . , yk and consider the polynomial :

Q(y1, . . . , yk) = P (x1 + y1, . . . , xk + yk) ∈ K [y1, . . . , yk] .

We can view this polynomial as a polynomial whose variables are y1, . . . , yk and
coefficients are monomials in the variables x1, . . . , xk. As explained, a solution
of MinRank must vanish on all the monomials of degree smaller than n − r in
Q(y1, . . . , yk). The new system is then obtained by equating to zero the coeffi-
cients, in Q(y1, . . . , yk), of the monomials of degree d such that 0 < d < n − r.
Such coefficients are polynomials in the variables x1, . . . , xk, of degree d, with
r < d < n. Moreover, we can restrict our attention to the coefficients in
Q(y1, . . . , yk) of degree n−r−1. Thus we obtain a subset of linearly independent
minors of

∑k
i=1 xiMi −M0 which are polynomials in x1, . . . , xk of degree r + 1.

This then permits to establish a link between Schnorr and the minors methods.
Let Md(m) be the set monomials of degree d in m variables. We have #Md(m) =(
m+d−1

d

)
. We can also count precisely the number of minors of degree r + 1, i.e.

#Mn−r−1(k). We have obtained a system of #Mn−r−1(k) algebraic equations
of degree r + 1. Similarly to the previous section, one can prove that these new
equations will also lie in IKS, and more precisely in IKS ∩K[x1, . . . , xk]. From a
practical point of view, it turns out that the new approach is a little less efficient
than the one of computing a Gröbner basis of IKS. This is quite surprising since
our new method will generate an overdefined system of equations.



5 Theoretical bound on the complexity

We will now try to explain such a behavior, and evaluate the complexity of
computing a Gröbner basis of IKS. To do so, we recall that the complexity of
all known Gröbner bases algorithms depends on the so-called degree of regu-
larity of the system [10, 2–4]. This corresponds to the maximal degree reached
during a Gröbner basis computation. If dreg is the degree of regularity of I ⊂
K[x1, . . . , xm], then the complexity of computing a Gröbner basis of I with F5

[12] is :
O
( (

#Mdreg(m)
)ω)

,

with ω, 2 ≤ ω ≤ 3 the linear algebra constant.
In general, it is a difficult problem to know a priori the degree of regularity.
For regular and semi-regular systems [2–4] (i.e. “ramdom” systems of algebraic
equations), the behavior of the regularity is well mastered. For instance, if we
suppose that KS equations are semi-regular, then we obtain a degree of regularity
equal to m + 1, m = r(n − r) + k. Besides, we also know that the number of
solutions is bounded from above by the Bézout bound, which is equal to 2m for
KS equations.
In our context, this is unsatisfactory. Indeed, this does not match with the ex-
perimental results that we will present in the next section. Typically, we have
observed a degree of regularity which seems to be ≈ r + 2 (see Section 6). Simi-
larly, computing the degree of regularity of the systems obtained with one of the
three other methods presented so far will not lead to a satisfactory bound.
To fill this gap between theory and practice, we have remarked that the ideal
IKS is multi-homogeneous (see for instance [21, 25]). Namely, the equations are
homogeneous with respect to blocks of variables.

Definition 2. Let S = {f1(x1, . . . , xn) = 0, . . . , fm(x1, . . . , xn) = 0} be an al-
gebraic system of equations, and T = {X(1), . . . , X(k)} be a partition of X =
{x1, . . . , xn} s.t. :

X(j) = {xj1 , . . . , xjkj
}.

We shall say that S is multi-homogeneous if the polynomials fi are homogenous
w.r.t. the X(j)’s.

For such systems, one can obtain new bounds for the degree of regularity and
number of solutions [20, 24, 21].

Definition 3. Let S = {f1(x1, . . . , xn) = 0, . . . , fm(x1, . . . , xn) = 0} be an al-
gebraic system of equations, and T = {X(1), . . . , X(k)} be a partition of X =
{x1, . . . , xn} s.t. X(j) = {xj1 , . . . , xjkj

}. We shall call partition vector of T the
vector K = [k1, . . . , km]. Now, let di,j be the degree of fi restricted to the vari-
ables of X(j). We shall define the degree matrix under the partition T as :

d1,1 d1,2 · · · d1,m

d2,1 d2,2 · · · d2,m

...
...

...
dn,1 dn,2 · · · dn,m

 .



The multi-homogeneous Bézout number associated to the partition T is defined
as the coefficient of zk1

1 zk2
2 · · · zkm

m in the following polynomial :

(d1,1z
k1
1 + d2,1z

k2
2 + · · ·+ d1,mzkm

m )(d2,1z
k1
1 + · · · d2,mzkm

m ) · · · (dn,1z
k1
1 + · · ·+ dn,mzkm

m ).

This leads to the following result.

Theorem 2. Let r′ = n − r be a constant, and we will consider instances of
MinRank with parameters

(
n, k = r′2, r = n− r′

)
. If we denote by Sol the set of

solutions of MinRank on such instances, it holds that :

#Sol ≤
(

n

r′

)r′

For those particular instances, we can compute the variety of IKS using Gröbner
bases in :

O
(
ln (q) n3 r′2

)
,

where q is the size of the finite field K.
In other words, the complexity of our attack is polynomial for instances of Min-
Rank with

(
n, k = r′2, r = n− r′

)
.

Proof. First, we will assume an upper bound, say D, on the number of solutions
of IKS. From such a D we can derive an upper bound on the complexity of
computing a Lex-Gröbner basis from another (e.g. DRL) Gröbner basis using
FGLM : D3 (see [27, 13] for details).
Now to find such a D we exhibit a multi-homogeneous structure for the equations
generating IKS. We can consider the following partition :

T = T0 ∪ · · · ∪ Tn−r = T0 ∪
n−r⋃
i=1

X(i),

where T0 = [λ1, . . . , λk] and Ti = X(i) = [x(i)
1 , . . . , x

(i)
r ] (the x

(i)
j are defined as

in 2.2).
T is a partition of the set of variables. The degree of the polynomials {fj}1≤j≤n·(n−r)

with respect to T0 (resp. X(i)) will be denoted by d
(0)
` (resp. d

(i)
` ). The degree

matrix corresponding to the partition T is :
d
(0)
1 · · · · · · d

(n−r)
1

d
(0)
2 · · · · · · d

(n−r)
2

...
...

d
(0)
n·(n−r) · · · · · · d

(n−r)
n·(n−r)

 .

Here, the partition vector is K = [k, r, . . . , r]. As explained, the multi-homogeneous
Bezout number is thus the coefficient of zk

1 zr
2 · · · zr

n−r+1 into the polynomial :

(z1 + z2)
n (z1 + z3)

n · · · (z1 + zn−r+1)
n

.



Consequently, we can bound the number of solutions (#Sol) by D =
(
n
r

)n−r ≈(
nr′

r′!

)r′

= nr′2

(r′!)r′ assuming that r′ = n− r is constant when n −→∞. ut

Theorem 2 applies to challenges A, B, C. We obtain the following complexity
bounds:

(n, k, r) (6, 9, 3) (7, 9, 4) (11, 9, 8)
#Sol (MH Bezout bound) 8000 42875 222.1

Complexity bound (#Sol)3 238.9 246.2 266.3

We would like to emphasize that such theoretical bounds are coherent with the
results of the experiments that we are going to present.

6 Experimental results

Initially, the complexity of the Kipnis-Shamir attack was evaluated using re-
linearization [19]. Here, we propose to use a more efficient tool for solving al-
gebraic systems, namely fast Gröbner bases [5, 6] algorithms : F5 [12] together
with FGLM [13]. This choice permits to go one step further in the cryptanaly-
sis of MinRank, especially for instances used in the ZK authentication scheme
proposed in [8]. We have quoted below the set of parameters of the ZK authenti-
cation scheme recommended by the author of [8]. We have also given the number
of equations and variables obtained using KS :
A : F65521, k = 10, n = 6, r = 3 (18 eq., and 19 variables)
B : F65521, k = 10, n = 7, r = 4 (21 eq., and 22 variables)
C : F65521, k = 10, n = 11, r = 8 (33 eq., and 35 variables)
One can remark that these instances of MR are not well defined. Thus, as ex-
plained in Lemma 1, we can fix ∆ = 1 variables for the challenges A,B (resp.
∆ = 2 variables for challenge C). This is then equivalent to solve MinRank on
the following parameters :
A : F65521, k = 9, n = 6, r = 3 (18 eq., and 18 variables)
B : F65521, k = 9, n = 7, r = 4 (21 eq., and 21 variables)
C : F65521, k = 9, n = 11, r = 8 (33 eq., and 33 variables)

The boldface letters A, B, C being the normalized of the challenges A,B, C
respectively. Before presenting our practical results, we would like to explain the
conditions of the experiments.
Generation of the instances
We have randomly generated k matrices (M1, . . . ,Mk) ∈Mn,n(K)k and k coef-
ficients (λ1, . . . , λk) ∈ Kk such that λ =

∑k
i=1 λi 6= 0 . Finally, we have randomly

selected a matrix M ∈ Mn,n(K) of rank r and set M0 =
∑k

i=1 λi (Mi − M).

Thus we have Rank
(∑k

i=1 λi Mi −M0

)
= Rank(λ M) = r.

Programming language – Workstation
The experimental results have been obtained with several Xeon bi-processors 3.2
Ghz, with 64 Gb of Ram. The instances of MinRank have been generated using



the Maple software. The F5 [12] and FGLM [13] algorithms have been imple-
mented in C in the FGb software. We used this implementation for computing
Gröbner bases. From time to time, we use the last version of Magma (2.14) for
obtaining these bases. This version of Magma includes efficient implementations
of the F4 [11] and FGLM algorithms. Hence, the reader can reproduce the exper-
imental results. We were able to break the two challenges A and B using FGb
or Magma. There is a huge gap between these challenges and challenge C, which
seems intractable with the current implementation. However, we can estimate
the complexity of our attack for the last challenge by :

– studying intermediate instances of the MinRank problem, i.e. MR(n, k, r)
with K = F65521, n = r + 3, k = (n− r)2 = 9 and r = 3, 4, 5, 6, 7, 8.

– Since all the λi are in K, we can perform an exhaustive search on some
λi. Namely, we will suppose that we have s > 0 coefficients of a solution
(λ1, . . . , λk) of MinRank. This is equivalent to solve a MR(n− s, k, r) prob-
lem. From a system solving point of view, this means that we will solve
#Ks overdetermined systems. When s > 0 the number of solutions of the
corresponding algebraic system is always 1 and any Gröbner basis for any
monomial ordering gives the solution; consequently there is no need to apply
the FGLM algorithm.

Table Notation
The following notation is used in the next table :

– TDRL is the CPU time (in seconds) for computing a Gröbner basis for a total
degree ordering.

– D is the number of solutions in the algebraic closure of F65521 (D = 1 when
s > 0).

– TFGLM is the CPU time (in seconds) for changing the basis to a lexicographic
Gröbner basis using the FGLM algorithm. The complexity [13] is D3.

– T is the time of our approach for finding a solution of MinRank; thus T =
TDRL + TFGLM when s = 0 and T = TDRL when s > 0.

– dreg, the maximum degree reached during the computation of a Gröbner
basis with F5.

– M , the maximum memory usage (in Mbytes) during a computation with F5.
– Log2 (N) is the log in base 2 of the number of arithmetic operations N

for solving the MinRank problem. When s = 0, N is the total number of
operations for the first Gröbner basis computation and FGLM.

Interpretation of the Results
Challenges A (6, 9, 3) and B (7, 9, 4) are completely broken. We emphasize that
such sets of parameters were the most suited for a practical use of the ZK
authentication scheme proposed in [8].

As explained in 3.1, we would be able to solve any instance (n, k′,M0;M1, . . . ,Mk′

, r) of MR, with n, r as in the challenges and for all k′ > 9. For example, all
instances (6, k′,M0;M1, . . . ,Mk′ , 3), with k′ > 9 can be solved in one minute.



K = F65521 MR(n, k, r)
Chall A Chall B Chall C
(6, 9, 3) (7, 9, 4) (8, 9, 5) (9, 9, 6) (10, 9, 7) (11, 9, 8)

s = 0 TDRL + TFGLM (FGb) 30.0+34.8 3794+2580 328233

TDRL+ TFGLM (Magma) 300+200 48745+∞ ∞
memory : M 406.5 3113 58587

Log2 (N) 30.5 37.1 43,4
dreg 5 6 7

Solutions: D 980 4116 14112

s = 1 TDRL FGb 1.85 166.6 5649.7 590756

M 343.9 522.1 4548.7 43267
Log2 (N) 25,95 32.3 36.8 43.9

dreg 4 5 6 6

s = 2 TDRL FGb 0.5 5.5 632 14867

M 39.8 68.0 806,4 2510.3
Log2 (N) 24.1 27.5 34.1 38.7

dreg 4 4 5 6

s = 3 TDRL FGb 0.05 1.0 15.6 234.3 4248.4 56987

M 35.5 44.9 75.4 888.6 2792.3 10539
Log2 (N) 20.1 25.0 29.2 32.8 36.9 40.6

dreg 4 4 4 5 6 7

Fig. 1. Experimental results with FGb

We have observed in our experiments that the maximum degree dreg seems to
be equal to max(r+2, 4). We recall that the complexity of computing a Gröbner
basis with F5 [12] is bounded by O

(
#Mdreg(N)3

)
, where N is the number of

variables. Here, N = r(n − r) + k. For MR(r + 3, 9, r), we have N = 3 (r + 3),
yielding the bound:(

N + dreg − 1
dreg

)3

=
(

3(r + 3) + r+
r + 3

)3

≈ e3 r+3 ( 3
2+r) ln(r).

For challenge C, we have r = 8 and we will obtain a complexity bound of 2120.
Of course this is a very pessimistic bound. We will now improve this bound.
Estimated Complexity of the attack.
To obtain a better result, we use the following bound :

#MR(n, k, r) ≤ (#K)s ×#MR(n− s, k, r),

where #MR(n, k, r) is the number of operation to solve the corresponding min-
rank problem MR(n, k, r). This bound is tight only when s is small. We can
use our experimental results to derive new bounds for #MR(r + 3, 9, r) and
K = F65521. For such parameters :

log2

(
#MR(r + 3, 9, r)

)
≤ 16s + log2

(
#MR(r + 3− s, 9, r)

)
.



The following notation is used in the table below:
– Nb(r, s) = 16s+ log2

(
#MR(r +3− s, 9, r)

)
is a logarithmic upper complexity

bound for solving MR(r + 3, 9, r).
– Nb(r) = log2

(
#MR(r + 3, 9, r)

)
is the exact number of oper. of our attack.

– “Security Bound” is the Log2 of the complexity of the best approach known
so far for solving MinRank. This is based on [8].
– “Estimated Bound” is an extrapolation of the complexity. This bound is not
rigorous.
– (MHBezout)3 is the theoretical complexity bound obtained in the previous
section.

K = F65521 MR(n, k, r)
Chall A Chall B Chall C
(6,9,3) (7,9,4) (8,9,5) (9,9,6) (10,9,7) (11,9,8)

Nb(r) 30,5 37,1 43,4
Nb(r, 1) 42,0 48,3 52,8 59,9
Nb(r, 2) 54,1 59,5 66,1 70,7
Nb(r, 3) 68,2 72,9 77,2 80,8 84,9 88,6

Estimated Bound 30,5 37,1 43,4 50,4 57,4 64,4
Bezout3 38,9 46,2 52,3 57,5 62,2 66,3

Security Bound 106 122 138

For challenge (11, 9, 8) we obtain a complexity of 288 for our attack. Clearly,
this is not feasible in practice. However, this is much better than the previous
security estimates (2138) [8]. Still, this remains a pessimistic bound.

By using the estimated bound, which is less rigorous but more close to what
we observed in practice (for the instances that we have been able to solve), we
can evaluate the complexity of our attack to 265 . We would like to emphasize
that this is very close to the theoretical complexity bound 266.3 obtained in the
previous section using the particular structure of the algebraic system.

Conclusion
We have provided a unified view of the attacks known so far against the MinRank
problem. We have also presented a new modeling of the problem that actually
links the minors attack and Schnorr’s method. From a practical point of view, our
approach of solving the systems by means of fast Gröbner bases algorithms led to
the breaking of the most practical challenges proposed for the MR-authentication
scheme. On a more theoretical level, we showed that MinRank is polynomial
when n− r is constant. One line of research would now be to study the impact
of our method on the solving of the Rank Decoding problem.
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