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Abstract. This work constructs an identity based encryption from the
ring learning with errors assumption (RLWE), with shorter master pub-
lic keys and tighter security analysis. To achieve this, we develop three
new methods: (1) a new homomorphic equality test method using nice
algebraic structures of the rings, (2) a new family of hash functions with
natural homomorphic evaluation algorithms, and (3) a new insight for
tighter reduction analyses. These methods can be used to improve other
important cryptographic tasks, and thus are of general interests.
Particularly, our homomorphic equality test method can derive a new
method for packing/unpacking GSW-style encodings, showing a new
non-trivial advantage of RLWE over the plain LWE. Moreover, our new
insight for tighter analyses can improve the analyses of all the currently
known partition-based IBE designs, achieving the best of the both from
prior analytical frameworks of Waters (Eurocrypt ’05) and Bellare and
Ristenpart (Eurocrypt ’09).

1 Introduction

Identity-based Encryption (IBE) was introduced by [33] as a generalization of the
traditional public-key encryption (PKE) in which a publicly known string (id)
of a party can serve as its public key pk;y. This primitive is particularly useful in
scenarios that require to manage a large amount of public keys, without the need
to access a public-key infrastructure (PKI). Since its first realization [11], there
has been significant research in the past two decades [1,4,9,10,19,20,25,36-40],
constructing various IBE schemes from different assumptions.

There have been two major security notions — selective security and adaptive
security studied in the literature, where the former requires the adversary to
choose the challenge id before seeing the master public key, yet the latter does
not have this restriction. Obviously the adaptive security is more desirable by
providing stronger security for more realistic settings, yet realizing such a notion
is quite challenging, especially when one aims at comparable efficiency in the
plain model with the selectively secure designs.



Prior constructions from bilinear groups have achieved this task via the pow-
erful framework of dual-system [36]. However, it is elusive whether the dual-
system framework can be instantiated from other assumptions, especially from
a post-quantum candidate such as lattices. For the post-quantum settings, even
though there are adaptively secure lattice-based IBE, the current instantiations
come at a rather higher cost in the size of mpk, ciphertext, and/or larger security
loss in the reduction. How to improve these aspects is an important step towards
realizing a practical post-quantum IBE.

In this work, we focus on adaptively secure lattice-based IBE with smaller
mpk, comparable ciphertexts, and smaller security loss for the reduction. Below
we discuss challenges for current approaches and then our new ideas.

Challenges in Current Techniques. Among the existing lattice-based IBE
schemes, the most efficient one is the selectively secure scheme by [1], which
only requires 2 public matrices in mpk (or ring vectors using Ring-LWE [27])
and has rather small ciphertexts. To achieve the adaptive security, there have
been several proposals, but they all have various drawbacks as stated below.

There are two ways to achieve the shortest mpk that exactly matches the se-
lectively secure one as [1], but both suffer from serious issues. The first one simply
applies the generic complexity leveraging argument, yet the security reduction
would lose 2¢ in advantage (£ is the bit length of ID), resulting in a much larger
security parameter required in the underlying assumption. The second method
is a new bootstrapping via a recent technique by [14, 18], which transforms any
selectively secure IBE into an adaptively secure one without blowing up the mpk
at all. The resulting scheme is however, not considered even close to practical as
each ciphertext consists of £ garbled circuits.

More efficient IBE can be achieved via a lattice vanishing technique by [1], yet
the scheme has a larger mpk (i.e., O(\) basic matrices or ring vectors) and reduc-
tion running time (an additive O(1/€?) increase), compared with the selectively
secure scheme.® Later, subsequent work [4,25,38,39] improved this technique
by using homomorphic computation in novel ways [3,21,29] with more delicate
security analyses. Yet these schemes still have several critical shortcomings.

— The best scheme (asymptotically) is the one by [39], which only has w(log \)
basic matrices (or ring vectors) in mpk and rather small ciphertexts. How-
ever, the IBE construction requires to use Barrington’s Theorem [5] to com-
pute an NC1 boolean circuit, which can be done in polynomial time in theory
yet would not be expected to be efficient in practice. In fact, the work [39]
did not (was not able to) present an explicit construction, making it hard to
determine concrete bounds for the parameters for comparison.

— The follow up works [4,25, 38, 39] removed the O(1/€?) blowup of [1] in the
reduction running time, but would incur an additional reduction loss of O(e),
multiplicatively. Seemingly this tradeoff is inherent, i.e., the reduction either
blows up its running time by O(1/e2) additively or loses its advantage by an
extra O(e) multiplicatively, under the current techniques.

5 )\ is the security parameter and e is the adversary’s advantage in attacking the IBE
scheme.



1.1 Ouwur Contributions

In this work, we significantly improve existing lattice-based IBE in the parame-
ters and security analysis. The crux relies on new techniques related to homomor-
phic computation in the cyclotomic rings and new analytical insights to achieve
tighter analysis for general partition-based IBE. We believe that these tools can
be applied broadly and thus are of general interests. Below we summarize our
two major contributions, and present our new techniques in Section 1.2.

— We construct an adaptively secure IBE based on Ring-LWE, with w(1) ring
vectors in the master public key. This improves the prior state-of-the-art [39]
by a factor of log A. Additionally, every component in our construction is
explicit, i.e., without relying the Barrington’s Theorem as required by [39],
and thus we are able to determine concrete bounds for all parameters.

— We identify an analytical insight that improves all (to our knowledge) prior
security reductions of the partition-based designs (e.g., [1,4,25,38,39]). Par-
ticularly, our reduction only blows up the running time by a small fixed
polynomial (independent of ¢€), and does not lose an additional O(e) in ad-
vantage, breaking the seemingly unavoidable tradeoff as above.
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Scheme |ring vectors Bit lfC_I;gth RiW_E Paqram ring vectors Reduction cost
in the mpk ot @ T TRWE | in ct/skg
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Table 1. Comparison with Prior Lattice IBE Schemes in the Ring Setting.

Notation: mpk, ct, and skjg denote the master public key, ciphertext, and secret key of the IBE. A\, n, g, oriwe denote
the security parameter, ring dimension, modulus, and gaussian parameter of RLWE. T', @, and € denote the adversary’s
running time, number of key queries and advantage in attacking the IBE scheme, and T’, ¢’ denote the reduction’s
time and advantage in breaking RLWE. All the schemes have basic vector size of bit length O(n log? q). The size can
be optimized to O(nlogq) at the cost of increasing the size of g, which requires smaller RLWE parameter 1/c. All the
schemes set the ring dimension n = ©(X). Here we use w(f(A)) to denote any function that asymptotically dominates
f(N), e.g., w(1) can be loglog A or logloglog A, etc.

* poly(n) denotes some fixed but large polynomial. It is hard to determine an explicit bound for comparison due to

the implicit construction of the work.

T p € Nis a constant that can be chosen arbitrary. Since the reduction cost is exponential in p, this value typically

set very small (e.g., p = 2 or 3).

f v > 1 is the constant that can be set small, depending on the underlying error correcting code.

1
1t K > 1 can be any constant that satisfies nx > 3 + k, e.g., 2 or 4, depending on how we set parameters of the
underlying error correcting code.

In Table 1, we summarize our results and a comparison with prior published
works® in the asymptotic setting. To compare fairly with some prior schemes

5 There is an unpublished work [4] that achieves essentially the same parameters as
scheme IT of [39], except [4] has an explicit bound on ¢ = O(n'?%).



described in the plain-LWE?, we calculate the parameters of their ring variants
and set the basic all vectors with the same bit length. We notice that parameters
about some prior works in our table are different than the table of [39], which
might over calculated some parameters. We also notice that there is a line of
work, studying (almost) tightly secure IBE from lattices, e.g., [13,26]. These
constructions are not partition-based designs, and in general they require to
homomorphically compute a PRF, resulting in at least O()\) basic ring vectors
in mpk. In the context of “compact” IBE (for mpk), we believe that partitioned-
based IBE are more suitable, so we only include these schemes for comparison.

Our scheme can be instantiated with multiple sets of parameters. We present
two of them — scheme A requires smaller RLWE parameter 1/«, but require longer
mpk, yet scheme B requires a slightly larger 1/a but smaller mpk. Assuming
that the security level of RLWE is roughly the same for any 1/« = poly(n), then
scheme B would have smaller overall size, asymptotically.

Remark. We point out that it is possible to further shrink the mpk size of [39] I
+ [24] to w(log A\) basic ring vectors without applying the Barrington Theorem,
by using an ECC with larger alphabets, e.g., [8], even though this idea was not
explicitly written. This approach is similar to our scheme A, yet our scheme
enjoys a tighter analysis. It is highly non-trivial to further shrink the mpk size
to w(1) ring vectors (as our scheme B), and this is the main novelty of this work.

A prior draft of this work would require to set n = O(A'T7) for a small
constant 7, thus resulting in a larger length per basic ring vector. This work
removes the requirement, showing that the typical setting n = O(\) is sufficient.
As we mentioned in the note of Table 1, all the basic ring vectors (of all the
listed schemes) have bit length O(nlog?¢) = O(\log? \), which can be further
optimized to O(nlogq) = O(Alog \) by using a larger base of the gadget matrix.
Thus, counting the number of ring vectors would be an easier way to compare
efficiency /size of the listed schemes.

1.2 Technical Overview

We present an overview of our new techniques in two parts: (1) new IBE designs,
and (2) tighter reduction analysis.

Part I: IBE Design

We start with a quick recap of some common features of the existing partitioned
based IBE since [1], and then describe our new insights.

Recap of existing IBE designs At a high level, the public parameter of
IBE [1] contains matrices A, By, ..., By, where / is the length of the identity, i.e.,

" The plain-LWE schemes usually count how many basic matrices in mpk, where each
matrix is larger than the basic ring vectors of Ring-LWE designs by at least a
multiplicative factor of O(\).



id € {0,1}¢. To derive a public key for an identity id, one just computes the ma-
trix Fig = [A] Zie[z](*l)idei]- The encryption algorithm uses the dual-Regev
scheme with respect to the matrix Fiq. In the security proof, each public B; is
switched to A - R; + h;G for some small-norm R; and some random h;. In this
way, we can rewrite Fig = [A|A - Rig + H(id)G], where Riy = Eiem(—l)idmRi,
and H(id) = Eie[l](_l)idm hi. The work [1] showed that suppose the hash func-
tion H isolates — with non-negligible probability, H separates the challenge id*
with the other query id’s, then the scheme is adaptively secure. Later in subse-
quent works [4,38,39], it was observed that in fact we can view B;’s as GSW
FHE ciphertexts [3,21], and thus the key derivation process can be viewed as
homomorphic computation of H(id), (id in the clear and the description of H
encrypted). Thus, by allowing the hash function to compute beyond the linear
combination, it is possible to apply a more succinct hash function that can be
encoded by much fewer public matrices.

Moreover, the work [25] showed that the plain LWE-based approach can
be ported to the Ring-LWE setting (in 2-th powers cyclotomic rings), with a
generic parameter saving. Particularly, the matrices can be replaced by ring
vectors a, by, ..., by, and the intuition of homomorphic computation of the hash
function works smoothly in the ring setting. Therefore, working in the ring has
a generic advantage for smaller parameters than the plain LWE.

Challenges. Currently IBE with the shortest mpk (asymptotically) comes from
the work [39], which proposed to use integer multiplication-then-modulo to de-
sign the hash function. Particularly, the hash function can be described by
a,b,p € 7Z such that H,p ,(id) = a x id + b mod p, where id is treated as
an integer and the computation is in Z. The work [39] showed that it suffices
to encode t = w(log A) bits of each a,b, p for the security analysis, and thus it
suffices to use just ring vectors by, ..., bs; to encode the hash function, resulting
in total w(log A\) matrices or ring vectors in the public parameter. Since integer
multiplication-then-modulo is in NC1 [6], this homomorphic computation can
be done within a polynomial modulus ¢ by the Barrington’s Theorem [23]. How-
ever, this approach does not give an explicit homomorphic computation method
of the hash function, and it is hard to determine an explicit bound of ¢. This is
one serious limitation of the current technique.

Our new insights. Our goal is to tackle the challenge as described above,
and additionally, determine new methods to further shrink the size of mpk. To
achieve this, we develop two new techniques: (1) a new homomorphic equality
testing method under the Ring-LWE, and (2) a new family of hash functions
in the ring setting that can be naturally computed homomorphically. By using
these two techniques, we only need ¢ = w(1) ring vectors in the mpk and our
IBE design can be computed explicitly without the Barrington’s Theorem.

New Technique (1): As we discussed above, the design of IBE is highly related
to homomorphic computation of a hash function. To shrink the size of mpk, it
suffices to construct a more efficient GSW style encoding that can pack/unpack



multiple bit encodings into one encoding. We then observe that this task is
deeply connected to the homomorphic equality test as we elaborate how next.

The most general form of the homomorphic equality test is given an encoding
Encode(a) and some S in the clear, homomorphically compute an encoded bit
Encode(7) such that 7 = 1 if and only if @ = . Denote this family of functions
as {Equalg(a)} where each function is parameterized by 3 in the clear. If we can
achieve this task beyond bit compute, i.e., a can be some ring element, then we
can homomorphically extract every single bit of « from Encode(«) by the equality
test, by computing ZBEZ Equalz(a) where Z is the set of all possible values that
have consistent bit with « for the targeted bit we want to extract. (We present
the detailed procedure in Section 3). However, the general task seems to incur a
large blowup in the noise, and thus unclear whether it is feasible.

This work identifies a critical property of cyclotomic rings so that we can
achieve an important subclass of the task. Particularly, let us take R as the
m-~th cyclotomic ring where m is a power of two. In this case, we know that
R = Z[z]/(z™ 4+ 1) where n = ¢(m) = m/2. Then, we consider the case where
« appears in the exponent of the monomial x (corresponding to a root of unity
in cyclotomic rings); i.e., given Encode(z®) and 5 € Z, compute the desired
Encode(7). To design a homomorphic equality test function in this ring setting,
we first observe a critical fact in the rings. For any monomial v = z° where i # 0

mod m, we have f(v) := Z;T;Ol vl = 1;’: =0, as the denominator 1 — v is not
equal to 0, and 1 —v™ =1 — 2™ =0 for i # 0 mod m. On the other hand, if
v =1, ie., ¢ =0 mod m, then f(v) = m. Therefore, the function f naturally
0 ifi#0 modm

m otherwise.

separates the two cases as: f(z%) = {

Using this fact, we can design a simple algorithm for our goal: given b =
Encode(z®) and 3, we compute the following three steps: (1) first we set b’ =
Encode(z®~#) by a homomorphic scale multiplication of z=#.

(2) Then we homomorphically compute b” = f(b') = Encode(f(x>~?)).
(3) Finally, we output b* by homomorphically multiply b” and Encode(m~1).®
Clearly, this procedure outputs Encode(r) where 7 = 1 if « = 8 mod m and
otherwise 0. Our analysis crucially relies on that multiplying monomials does
not blow up the norm of a matrix, and thus the noise behaves the same as the
bit multiplication case.

By using the above techniques, we can pack/unpack log(m) bit encodings
into one single encoding. This would imply that we can further shrink the size
of mpk required in the work [39] by a factor of O(logm), resulting ¢ = w(1)
ring vectors for mpk under the Ring-LWE setting. This algebraic structure of
Ring-LWE demonstrates another non-trivial efficiency gain over the plain LWE,
which may be of independent interests.

New Technique (2): By building upon the equality test technique, we further
design a new hash function that can be explicitly computed, homomorphically,
without the Barrington’s Theorem. We start with a nice observation by [4] that

8 We note that m ™! with respect to Z, exists if we choose m and g to be co-prime.



identifies that in fact (almost) pairwise independent hash functions suffice to iso-
late [35]. To design a suitable hash function, we propose to use an error-correcting
code (ECC: {0,1}¢ — Z'I;) with good relative distance. We first consider the hash
function H, 5(id) = ECC(id)[a] + 8. It is not hard to show that this hash func-
tion behaves as an almost pairwise independent hash. The drawback is that the
range might be too small in the application of IBE designs. To amplify the range,
we can use a parallel repetition: Hﬂtﬁ(z) = (Ha, 8,(2),...,Ha, 8,(2)) . In fact,
using error correcting codes to design a partition function has been explored
in the context of IBE and VRF, e.g., [8,24,39], yet these generic designs are
still not naturally compatible with the ring setting. Our new insight is to design
an embedding method that maps the output H i g € Z;, to the ring R of the
underlying Ring-LWE. In this way, the homomorphic computation method can
be designed based on the above equality test method, and therefore our IBE de-
sign can be explicit, avoiding the route of the Barrington’s Theorem. The actual
design requires to deal with further technical subtleties. We refer the readers to
Section 4 for details.

Part II: Tighter Reduction Analysis

Next we present our new insights to achieve a tighter analysis for general partitioned-
based IBE designs. We start with a recap of the existing proof framework.

Recap of the proof framework. As we discussed above, the security proof
framework switches the public matrices (or ring vectors) B; to A-R;+h; G, and
then homomorphically computes F;qy = [A|A - Rig + H(id)G], for some suitable
hash function H. Intuitively, the security reduction can respond to a key query
id if H(id) # 0, and then embeds the (Ring) LWE challenge if H(id*) = 0 for the
challenge id*. Therefore, if the hash function separates all the query id’s from
the challenge id* as we just stated, then the reduction can be used to attack
the underlying (Ring) LWE. On the other hand, if the adversary queries some
id that H(id) = 0, then the reduction simply aborts and outputs a random
guess. By designing an appropriate parameters for H, we can show that with
some noticeable probability, we will have H(id) # 0 for all id’s queried by the
adversary and H (id*) = 0. This implies that the security reduction will still have
sufficient advantage in attacking the underlying (Ring) LWE.

Challenges. To analyze the limitation of the current reduction approach, we
delve into some further details. First we denote as the event abort if the adversary
has queried some id such that H(id) = 0 or H(id*) # 0, and —abort as the
other case. Let v(I) denote the probability of —abort for the query pattern I =
{idy,...,id:} for some t < @, and Y(I) € [Ymin, Ymax) fOr every query pattern I.

The work [1,7,37] showed the following statement (simplified): suppose the
adversary has advantage € in breaking the IBE scheme, then by this partitioning
strategy, the reduction would have advantage roughly €ymin — (Ymax — Ymin)/2
in breaking the (Ring) LWE hard problem. Now (also pointed out by [1]), we
would face a challenge in choosing the range [Ymin, Ymax] (by setting appropriate
the hash function parameters):



— If we aim to optimize the reduction’s advantage, we can set ymax ~ 1/Q and
Ymin =~ 1/2Q. However, as €y, might be smaller than the extra term (ymax—
~Ymin)/2, we need to apply the technique of Waters [37] that reduces the gap
between Yyin and ymax by adding an extra “artificial abort”. However, this
would require to blow up the running time by roughly O(1/€2).

— The other way to handle this is by Bellare and Ristenpart [7], which is
then used by the follow up works [4, 25,38, 39]. Particularly, they choose
Ymax = €/Q and Ymin ~ (1 —€)/Q, so that the gap would be €2/Q, implying
Ymin — (Ymax — Ymin)/2 = €2/2Q. This does not need to blow up the running
time, yet the advantage would suffer from an extra multiplicative loss of €
compared with the above.

Our new insights. To break the tradeoff, we first give a new method that can
generally improve both of the above two cases: for the former, the running time
blowup is improved to O(1/e), and for the latter, the advantage only loses an
extra multiplicative y/e. Then we show how to further reduce the running time
blowup for the first case, so that it can be upper bounded by a fixed polynomial
(in n, Q) without relying on the advantage e. The crux for the first idea relies
on using the framework [30], on which we devise a better advantage bound than
that of €Ymin — (Ymax — Ymin)/2. The second idea uses a critical property of the
design of the hash function. We elaborate the insights below.

First we recall the work [30], which considers two quantities «, 3, where
the former is the probability that an adversary does not output 1, and the
latter is the conditional probability that the adversary outputs the correct bit,
conditioned on the non-_L event. Then the work [30] defined the advantage in a
decisional game € := a(1 — 23)? = ad? where § = |1 — 24|.

Now we analyze the reduction above under this framework. Consider an
(o, B) adversary with advantage ¢ = ad?. If we take the reduction as above,
then the reduction has vy, probability of —abort, resulting in non-_L probability
o' = aYpin as the hash is chosen independent of the adversary. By a careful
analysis, the reduction’s conditional success probability would be roughly ' =~
(Vimin/Ymax) - 8- In order to ensure a significant success (conditional) probability
of the reduction, i.e., sufficiently large ¢’ = |1 — 2’|, we aim t0 set Ymin/Ymax ~
1—4/4, meaning that ¢’ = |1 —28'| = [1 —2(1-9/4)5| = |+ d+06/2| > /2 >
V/2/2. Now the reduction has advantage a/6"? &~ o - Yiin - 62/4 ~ € - Ymin /4.

Now we can improve the parameters with or without the artificial abort:

— We can improve the running time of the first case compared with the pre-
vious analysis. Particularly, we set Ymax ~ 1/Q and ymin =~ 1/2Q. The
ratio of Ymin/Ymax 18 0.5, which needs to be increased to (1 — 6/4) by the
artificial abort technique of Waters [37]. Yet now, we only need precision
O(8) = O(y/e), which yield O(1/e) samples, whereas the prior analysis needs
precision O(e), and thus O(1/€?) samples.

— We can also improve the reduction’s advantage for the second case. Partic-
ularly, we can set Ymax ~ 0/4Q and ymin = §(1 — 6/4)/4Q. In this way,
the ratio is (1 — 6/4) as needed, and the reduction’s advantage would lose



a multiplicative factor of O(d) = O(y/€) compared with the above, whereas
the prior analysis would lose O(e).

Finally, we show how to further improve the reduction’s running time for the
first case, to get rid of the dependency on O(1/€), which would be large when e
is small. As a result, our reduction has a smaller overhead in running time, i.e.,
T + poly()) for some small polynomial that is independent of e (recall that T is
adversary’s running time), and maintains the advantage, achieving the best of
the both of the two cases.

To achieve this, we observe that the blowup in running time comes from the
estimation of y(I) for the technique of Waters’ artificial abort, which roughly
needs O(1/¢) samples for the procedure. To get rid of this dependency, we observe
that the sample space of the our design of hash function H (all possible choices
of the hash function) is roughly bounded by a small fixed polynomial poly()).
Therefore, if the adversary has a larger advantage €, then the reduction would
use O(1/€) samples to estimate y(I), whereas if the € is small, then the reduction
would enumerate all possible choices of the hash function to compute the ezxact
value of «(I). Therefore, the running time in the worst case would be upper
bounded by T + poly()\) as desired.

2 Preliminaries

This section includes the basic preliminaries. Readers who are already familiar
with the concepts can skip the entire section and start to read from Section 3.

Notations. We denote Z as the set of the integers and R as the real numbers.
For a positive integer k, let [k] be set of integers {0, 1, ..., k—1}. We denote [a, b] as
the set [a, b]NZ for any integers a, b € N satisfying a < b. We use bold uppercase
letters to denote matrices (e.g., A), and bold lowercase letters for column vectors
(e.g., @), and denote the horizontal concatenation of two vectors a, b by [a|b].
For any 1 < p < oo, the p-norm of a vector a is defined as ||a|, = (3, ||la:||?)'/?,
and p-norm of a matrix A is defined by [|Al[, = maxg|,—1 [[Az|,, assuming
the dimensions match. We omit the subscript p if p = 2. We denote s1(A) as the
largest singular value of A, then we have s1(A) = ||A|. We say ¢ : N — [0, 1)
be a negligible function, if for any ¢ > 0, we have e(n) < - starting from
some integer ng(c) € N. We say an event happens with overwhelmingly, if the
probability of that event not happens is negligible. For any two random variables
X and Y with support (2, define the statistical distance, denoted A(X,Y), as
A(X,Y) =13 o |PrlX = s] — PrlY = s]|. We say X is statistically close(or
e-close) to Y, if the statistical distance A(X,Y") is negligible( or A(X,Y) < ).

Definition 2.1 (Relative Distance) Let F be some finite field and L € N, D
be some input domain, and ECC : D — FL be some encoding, where the output
vector is indexed by [1,...,L]. Define the relative distance of ECC, denoted T, as

T := min {PrHi [ECC(a)[z’] ” ECC(b)[i]] ‘a £babe D}

[,..,1]



2.1 Identity-Based Encryption (IBE)

Definition 2.2 (IBE [11,33]) An identity-based encryption scheme II consists
of four algorithms {Setup, KeyGen, Enc, Dec} as follows.

Setup (1*): On input the security parameter X, the algorithm outputs the

master public key mpk and the master secret key msk.

— KeyGen (mpk, msk,id): On input (mpk, msk) and an identity id, the key gen-
eration algorithm outputs a secret key skiq corresponding to the identity id.

— Enc (mpk,id, u): On input the master public key mpk, identity id and the
message [, the encryption algorithm outputs a ciphertext ct.

— Dec (mpk,skig,ct): On input the master public key mpk, the secret key skiqg

and the ciphertext ct, the decryption algorithm outputs the message ' or L.

Correctness. We say an IBE scheme IT is correct, if for any message p and
any identity id, the following holds

(mpk, msk) < Setup(1*)
Pr | Dec(skiq, ct) # 1 | skia < KeyGen(mpk, msk,id) | < negl(A).
ct < Enc(mpk,id, )

Security. We use the following experiment to describe the security of IBE
against adaptive adversaries. Formally, for any PPT adversary A, we consider
the experiment Expt'EE(l)‘) between A and the challenger defined below:

Setup: At the beginning of the experiment, the adversary A sends a public pa-
rameter requirement to the challenger. After receiving the public parameter
requirement, the challenger runs (mpk, msk) < Setup(1%), and sends mpk to
the adversary A.

Phase 1: Proceeding adaptively, the adversary A queries a sequence of identities

(idy,- -+ ,idy,). On the i-th query, the challenger runs KeyGen(msk, id;), and
sends the result skijg, to the A.
Challenge: In this phase, A chooses an identity id* ¢ {idy,--- ,id,,} and two

length-equal messages pg, i1, and forwards them to the challenger. Upon
receiving the id*, ug, 1, the challenger chooses a random bit b € {0,1} and
runs ct* + Enc(mpk,id™, up). Then, the challenger sends ct* to A.

Phase 2: A continues to make key queries (idp, 41, ,idg) such that id; # id”*
for any j € [m + 1, Q]. The challenger responds as in Phase 1.

Guess: The adversary A outputs a bit b’ as the guess of b.

We define the notion of asymptotic security: the IBE scheme is secure if for
any PPT adversary A, the probability that A outputs the right bit, i.e., ¥ = b
in Expt'§5(1%) is bounded by 1 4 negl(A) for some negligible function negl(\).

In addition to the asymptotic notion, our work also focuses on the concrete
bit-security notion, which is more relevant in practice. In the following section,

we present the framework established by the recent work [30].
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2.2 Concrete Bit-security

The work [30] considers concrete bit-security for security games that capture two
types of general primitives — (1) search primitives where the adversary’s goal is
to output a string that satisfies a certain relation, and (2) decision primitives
where the adversary only needs to output one bit, trying to distinguish two
challenging distributions. Clearly, IBE is a decision primitive as the adversary in
Expt's-(1*) above tries to guess the challenge bit. To capture its bit-security,
we present the framework of [30] for decision primitives.

Given an adversary A, we say A is a (T4, a4, S4)-adversary if its running
time is at most T 4, output probability a4 = Pr[A # 1], and conditional success
probability S4 = Pr[A wins | A # 1], where the probabilities are over the
randomness of the entire game. For a decision primitive including IBE, define
the advantage of the (T4, a4, B4)-adversary A as Adv4 := a4(284 — 1)2

Importantly, this formulation allows the adversary to output L, intuitively
meaning “I don’t know” even for decision primitives. As the work [30] showed, in
some cases it is more advantageous if the adversary admits being defeated rather
than guessing at random. In this work, we demonstrate that this is extremely
crucial for partition-based IBE [1,7,37,39], allowing a much better security anal-
ysis over all these prior work. For the rationale of this definitional framework,
we refer the reader to the original paper [30]. Next we present the notion of
bit-security for IBE in the framework of [30] as a general decision primitive.

Definition 2.3 ( [30]) We say an IBE scheme is adaptively secure with A-bit

security, if for all (T, «, B)-adversary A in ExptIEE(lA), we have AdTVA > 2,

Remark 2.4 The term T4 can also be generalized to any measure of resources
that is linear under repetition as stated in [30]. In this work, we use the running
time for simplicity. Moreover, we assume that T4 is greater than the running
time of the challenger. This is without loss of gemerality as the security game
ends at the last guessing step of the adversary, whose total running time must
be at least as long as that of experiment (including the challenger’s time).

Next we present a useful lemma for the relation between the statistical distance
between two games and the difference of the corresponding (¢, 8)’s. Due to space
limit, we put the proof of the lemma below in full version of our paper.

Lemma 2.5 Let S¥, S be two indistinguishability games with black-box access
to two probability distribution P and Q, respectively, with A(P, Q) < e. For any
(T4, y, BY)-adversary A with o’} > € in the game ST, the same A in the game
S%isa (TA,a%,ﬂ%)-adversary, where a% > o} —¢ and 5% > Bh —e/(af —¢).

2.3 Lattices and Gaussian Distributions

Lattices. A lattice is a discrete additive subgroup of R™. Let B = (b1, ...,b,,) C
R™ ™ consist of m linearly independent vectors, the n-dimensional lattice A gen-
erated by the basis Bis A = L(B) ={B-c=}_,,, cibi : ¢ = (co,...,cm-1) €
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Z™}. We denote B as the Gram-Schmidt orthogonalization of B, and ||B||cs as
the length of the longest vector of B.

In this paper, we focus on a particular family of integer lattices. Let A €
Zg*™ for integers m, n, q, where m and ¢ are functions of n. We consider
the following two kinds of full-rank m-dimensional integer lattices defined by
AF(A) ={e €Z™: AT -e = 0mod ¢} and its shift A%(A) = {e € Z™ :
AT . e=wumod q}.

Gaussian Distributions. For any real number s > 0 and an n-dimensional
vector ¢, let ps.c(x) := exp(—||x — ¢||?/s*) be the gaussian function with pa-
rameter s and centered at c¢. The discrete gaussian distribution over a lattice
coset A + w is defined as D j4q s(x) = ps”(s/‘(f_)u). Let 7, (A) be the smoothing
parameter. For a gaussian over lattices, we have the following tail bound.

Lemma 2.6 ( [20,29]) Let A C R™ be a lattice and s > n._ (A) for some e, €
(0,1/2). For any ¢ € span(A), we have Pr[||Dajes| > sy/n] < 27" %:*
Furthermore, if ¢ = 0, the bound holds for any r > 0 with e; = 0. &

We say a polynomial a =3,
D 4,5, if the coefficient vector (ag, ..., an—1) is sampled by D g4, s. We further
define the gaussian distribution Dg‘fﬁs as the distribution of a polynomial a =
Zie[n] a;z* sampled from gaussian distribution D pyu,s -We also extend this

notion to the polynomial vector a = (as,- - ,a,) component-wise.

]aixi is sampled from gaussian distribution

Sub-Gaussian. It is convenient for our analyses to use sub-Gaussian random
variables and their bounds. We defer the details to full version of this paper.

2.4 Rings and Ideal Lattices

Next, we briefly present the concepts and lemmas related to rings and ideal
lattices required in this work. See the work of [27,28] for further details.

Rings. For an m-th cyclotomic polynomial @(z) (of degree n = p(m)), define
the polynomial quotient ring R = Z[z]/®(x). For an integer ¢, denote R, as
the ring R/qR. For the polynomial ring R, we denote [—p, p|r C R as the set of
elements in R with coefficients in [—p, p]NZ. Any element in R can be considered
as a vector of its coefficients. Namely, an element a = Zie[n] a;z* € R can be
seen as the vector a = (ag, ..., an—1). We call this map as coefficient embedding
(denoted as Coeffs(+)). Furthermore, we can also represent a ring element a € R
as a matrix in Z"*™ by the following map Rot : R — Z"*™:

Coeffs(a) "
Coeffs(xa mod &(z)) "

Rot(a) =
Coeffs(z"~'a mod &(z) )"

Furthermore, we extend this map to ring vectors and matrices by applying

it entry-wise, i.e., for a vector a' = (a1,...,a,) € R™, we define Rot(a') =
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[Rot(aq)]...|Rot(anm)] € Z"*"™™, and the map for matrices can be defined simi-
larly. In the case of power of 2 cyclotomic rings, i.e., &(z) = 2™ + 1 for n being
some power of 2, the above rotation matrix Rot(a) is the anti-cyclic matrix.

Rings in This Work. Throughout this paper, we only work on power of 2
cyclotomic rings for their nice and simple mathematical structures. Thus, we
will only present the related lemmas with respect to this type of rings.

Norms and Singular Value. The norms of ring vectors (or matrices) are de-
fined by their corresponding coefficient embedding vectors (or matrices). The sin-
gular value of a ring matrix R € RF*F" is defined by the singular value of its cor-
responding matrix obtained by Rot map, that is s1(R) := sup| =1 [[Rot(R)u.

The following lemma shows that R, has exponentially many invertible ele-
ments, if the modulo ¢ satisfies certain property.

Lemma 2.7 ( [25]) Let q be a prime such that ¢ = 3 mod 8 and n be a power
of 2. Let Ry = Zg[x]/Pon(x). Then, all u € R, satisfying ||Coeffs(u)||2 < \/q are
invertible, i.e., u € Ry.

Ring Learning with Errors. The Learning With Errors (LWE) problem was
introduced by Regev [32]. To improve efficiency of LWE-based schemes, the ring
version of LWE, namely RLWE, was introduced [27,34]. For s € R, and an
error distribution ¢ over R,, the RLWE distribution A, over R, x R, is the
distribution of the pair (a,b = (a-s)+e), where a is randomly sampled over Ry,
and the error term e is independently sampled according . Here we recall the
RLWE problem as follows.

Definition 2.8 (Decision Ring-LWE Problem) The decision Ring-LWE prob-
lem, denoted R-DLWE,, ¢ 4 45 to distinguish between € independent samples from
As .y for a random choice of a secret s < Ry of degree n, and the same number
of uniformly random and independent samples from Ry, x R,.

The bit hardness can be defined following the framework [30] as a deci-
sion primitive, similar to the case of IBE in Definition 2.3. Particularly, the
R-DLWE,, ¢ 4,4 problem can be formulated by a security game Exptl,Rsl‘WE(ln7 l,q,)
where an adversary B is challenged with either ¢ samples from A, or the uni-
form distribution. Define Advi™"E = a3 - (265 — 1)2, where ap and S are the
probability that B does not abort and the conditional probability that I3 outputs
the correct bit conditioning on the non-abort event. Then the bit hardness of

R-DLWE is defined as follows.

Definition 2.9 (Bit Hardness of R-DLWE) R-DLWE,, ;. is A-bit hard, if
for all (T, o, B)-adversary B in Exptia VE(17, £, q,v), we have W > 2N,
B

Below we present a reduction from some lattice problem to R-DLWE, showing
that the ring (D)LWE problem is as hard as the underlying lattice problem.

13



Lemma 2.10 (Theorem 1 of [25]) Let « be the positive real, m be a power
of 2, £ be an integer, ®(x) = z™ + 1 be the mth cyclotomic polynomial where
m = 2n, and R = Z[z]/(P(x)). Let ¢ = 3 mod 8 be a prime such that there
is another prime p = 1 mod m satisfying p < q < 2p. Let oriwe = aq >
n3/2044(1og”4(n)). Then, there is a PPT quantum reduction from O(n/a)-
approzimate SIVP ( or SVP) to R-DLWE,, ¢, with x = DG .

Trapdoors for Rings. For positive integers b and k > k' > [log(q)], let g, =
[16]6?]...|b*'|0] € R* be the gadget matrix. As stated in the work of [29], this
gadget matrix has a public trapdoor Ty with small norm, i.e., | Tg|| < Vb2 + 1.
Next we present several useful sampling algorithms from the work of [25,29].

Lemma 2.11 ( [25]) Let n be a power of 2, q be prime larger than 4n such that
g =3 mod 8, b, p be positive integers satisfying p < %\/q/n, and €5 € (0,1) be
a small real regarding the smoothing parameter. Furthermore, define log,(-) :=
logy(+). There are efficient algorithms such that:

— TrapGen(n, k,p,q) — (a,Tq) ( [29], Lemma 5.3): A randomized algorithm
that, when k > 210gp(q), outputs a ring vector a € RF and a matriz T, €
RFXF where Rot(a™) € Z"*"k s full-rank matriz and Rot(Tg) € Znk>nF
is a basis for A+((Rot(a')) such that a is %ﬁ-close to uniform and

IRot(Ta)ll6s < O (bpy/nlog, (a)).

— SampleLeft(a,b, Tq,u,0) — e ( [16]): A randomized algorithm that, on
input the vectors a,b € R*, where Rot(aT),Rot(b') € Z"*"* are full-
rank, an element uw € Ry, a matriz T4 such that Rot(Tg) € ZmF*nk s
a basis for At((Rot(a')), and a Gaussian parameter o > ||Rot(Tq)lcs -
V1og(2n(1+ 1/es)) /7, outputs a vector e € R** sampled from a distribu-
tion which is 4(nk)%*es-close to D cie, [aT|b']-e=u,

Aéoeffs(q;,) (ROt([aT |bT]) N

d Coeff: s distributed ding to D .
and Coeffs(e) is distributed according to é,effs(u)(Rot([aleT]),a

— SampleRight(a, R, u,y, gy, Ty,,0) — € where b =aR +y-g;, ( [1]): A ran-
domized algorithm that, on input the ring vectors a,g, € RF such that
Rot(a'),Rot(g] ) € Z™ "k are full-rank, elements y € R*,u € R, a ma-
tric R € R*** o matriz Ty, € R** such that Rot(Tg,) is a basis for the
lattice A+((Rot(g,)), and a Gaussian parameter o > s1(R) - [[Rot(Tg, )||cs -
V1og(2n(1+ 1/e5)) /7, outputs a vector e € R** sampled from a distribution
which is 4(nk)%e,-close to D ie.,[aTb"]-e=u, and

T sT
Aéoefrs(u)(Rot([a 71).0’

Coeff is distributed ding to D .
oeffs(e) is distributed according to Aéoefrs(u)(Rot([aTwT]),a

— ( [29]) Let k > [logy(q)]|. There is a publicly known matriz Ty, such that
Rot(Ty,) is a basis for the lattice A+ (Rot(g, )) and ||Rot(Tg,)|les < Vb + 1.
Furthermore, there exists a deterministic polynomial time algorithm gb_1
which takes input u € R];, and outputs R = gb_l(uT) such that R €

[—b,bgrxr, g -R =u', and s1(R) < nkb. Similarly, there exists a ran-
domized polynomial time algorithm gA[;l which takes input u € R’;, and
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outputs R < g, (uT) such that g; -R =u". Each coefficient in any en-
try of R follows a sub-Gaussian centered 0 with parameter O(1), implying
s1(R) < O(bv'nk) with an overwhelming probability.

Remark 2.12 Throughout this paper, we make an appointment that gb_l( or
3, ") maps an integer vector u € Z¥ to a integer matriz R € [=b, b]zexn C ZF*F.

The following lemma shows a simple upper bound of the norm of g=!(-)’s
output. Due to space limit, we defer the proof in full version of this paper.

Lemma 2.13 Forintegers k, q, b satisfying the definition of g, on input a vector
ce Z’;, the algorithm ggl described in lemma 2.11 outputs the matriz ggl(c) €

[=b,b] grxx C REXF such that ||g, ' (cT)| < bk.

Homomorphic Computation. In this work, we use the concept of GSW
homomorphic encoding [3,21]. We defer the concepts to full version of this paper.

3 New Homomorphic Equality Test and Tighter Analysis

In this section, we present our first main technique — a new homomorphic equal-
ity testing method. As discussed in the introduction, our goal can be described
as follows: given Encode(z®) and § € Z, compute Encode(7) for 7 =1 if a« = 8
or otherwise 7 = 0. Below we present our method and then an optimization
that achieves tighter parameters. Finally, we describe a connection with pack-
ing/unpacking GSW encodings using our new technique.

3.1 Homomorphic Equality Testing

As we mentioned in the preliminary, this work focuses on the cyclotomic rings
of 2’s power, which have simpler mathematical structures. Let R = Z[z]/®,, (x)
be the m-th cyclotomic ring where m = 2*, modulus ¢ be co-prime to m, and
R, = R/qR. For this setting, we have &,,,(x) = 2™ + 1 where n = ¢p(m) = m/2.

As we discussed in the introduction, we can use the function f(v) := ZZEl v
to design an equality tester. Before we formally present the method, we first recall
the following important notion that will be used in the design and analysis of
our IBE scheme.

Particularly, the lattice IBE framework [1, 4, 25, 39] requires to design two
deterministic ways to compute the homomorphic encodings. The required prop-
erty can be formulated in the following notion of §-expanding evaluation. The
parameter d measures the quality of the evaluation, playing a key factor in the
noise analysis of the IBE scheme. Therefore, an important goal in this series of
work is to minimize ¢ from the design and/or analysis.

Definition 3.1 (d-expanding evaluation [4,39]) Two deterministic algorithm
(PubEval, TrapEval) are §-ezpanding with respect to function f: Xt — Y, if they
are efficient and have following properties:
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— PubEvaI({bi € R’;}ie[t] , ) oninput a function f and vectors of encodings
{bi}tiey, this algorithm outputs a ring vector by € R’;;

— TrapEval(a € R’q“, {Ri € Rka}iE[t] s (21)iey, f): the trapdoor evaluation al-
gorithm outputs a matrizr Ry € RFXF such that for any z7 = (21,..., ) €
Xt ac R’;, and trapdoor information {Ri € Rka}ie[t} :

PubEval ({aT ‘R + 2 'gl;r}ie[t] 7f) =a'- R+ f(2) -g;r.
Furthermore, we have [|[Ry| < & - max;cpy [|[Rq]|.

This definition can be extended to a family of functions F, where we require the
algorithms to be d-expanding with respect to all functions f € F.

In the following section, we present our design and analysis for the above
equality test function in the term of §-expanding homomorphic evaluation.

3.2 Our Construction
We first define the family of equality test functions as follow.

Definition 3.2 (Equality Test Function) Define function Equals(-) param-
eterized by 8 € [m] as follows: on input « € R, the function outputs 1 if a =
mod m and 0 otherwise.

We next present the algorithms and then analyze the expansion factor.

Construction 3.3 We present algorithms (PubEval, TrapEval) for Equalg for
any B € [m] as follows.

PubEval({b,}, Equalg) :

1. Compute the encoding of P by b’ := bya=".

2. Compute ¢,,—1 recursively as follows:

.= {gb i=0 O

gzjl(ch—l)T b +g, j>1
3. Output gy ' (m~1g] )T
TrapEval(a, {Ra}, (%), Equalg) :
1. Compute R' :== R, -2~ 7.
2. Let c;’s be vectors as defined as in the PubEval Equation (1) with b, =
a-R,+z%-g,. Then compute R,,—1 recursively as follows:

el RN

R/ gy 1(0;11) +$aiﬁ . Rj—l ] > 1 s

*Cm—1-

3. Output R, ~g;1(m_191—;)-

In the following theorem, we summarize the quality of the above algorithms.
Due to space limit, we put the proof in full version of this paper.

Theorem 3.4 The algorithms (PubEval, TrapEval) in Construction 3.3 are mn(kb)?-
expanding with respect to the function family {Equalg(-)}seim)-
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3.3 An Optimization with Tighter Analysis

In this section, we present an optimization of the above homomorphic evaluation
processes that achieves a tighter d-expansion factor.

We notice that in the IBE settings, we need deterministic evaluation algo-
rithms, so a randomized @,_1(-) cannot be applied to optimize parameters as
the case of FHE evaluation, e.g., [3,29]. To tackle this challenge, we consider
using a randomized gAb*l with a public seed, e.g., a PRF key K. In this way, we
can make the gAlfl “deterministic,” as everyone can derive the randomness to
compute gAb_l from the public key K. Here we notice that we do not use PRF
for security, but a way to generate randomness for gAb_l. Thus it does not affect
the overall security by publishing the seed of PRF in public.

To formalize the idea above, we define a slight variant of §-homomorphic
evaluation in the common random string (CRS) model,® where algorithms
(PubEval, TrapEval) have access to a CRS selected randomly in the beginning.

Definition 3.5 (CRS d-expanding Evaluation) Algorithms (PubEval, TrapEval)
are in the common random string (CRS) model if the algorithms have access to
crs selected randomly in the beginning. Moreover, they are d-expanding in the
CRS model if with an overwhelming probability (i.e., 1 —negl(\)) over the choice
of crs, the algorithms satisfies the requirement of §-expanding in Definition 3.1.

Then we can instantiate evaluation algorithms with a tighter § expanding
factor in the CRS model as below. Here we present a sketch.

Construction 3.3 in the CRS Model. Replacing the deterministic g;l in
Construction 3.3 by a randomized gAbfl under a public PRF key K, we can easily
derive (PubEval, TrapEval) in the CRS model, achieving a better § parameter.
We summarize this optimization in the following theorem.

Theorem 3.6 There exist (PubEval, TrapEval) that are O(mb?kv/nk)-expanding
in the CRS model for the function family {Equalg(:)}seim)-

We defer the details about the construction and analysis to full version of this
paper.

An alternative approach and comparison. We notice that the homo-
morphic equality test can be done if the input is given in the bit represen-
tation. Particularly, consider Equal%(a) where o € [m] is given in the form
(a1,..., Qnogm1—1) € {0, 1}Meem1=1"then we can express Equal’ﬁ(a) =
Hiﬂzogmw_l ((1 = ;)1 = B;) + ;- Bi), where B; is the i-th bit of 8 € [m]. We
can use the method of [3,12,15] for the homomorphic computation, and improve
the expanding factor in the CRS model as the above. Particularly we have:

9 We can define the common reference string model, where crs is selected according to
some sampling algorithm. In this work, the common random string model suffices.
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Theorem 3.7 There exist algorithms (PubEval, TrapEval) that are O(nkblogm)-
expanding in plain model, and are O(bv/nklogm)-expanding in the CRS model
with respect to the function family {Equal'ﬁ()}ﬁe[m],

Compared with Construction 3.3, the bit-wise homomorphic evaluation method
has a better expanding factor, but would require more input ciphertexts. This
would affect our later IBE constructions — our IBE instantiation with Equalg
would require a smaller RLWE 1/« (i.e., 1/n7>+9M) yet smaller mpk, (i.e., w(1)
basic vectors), and the instantiation with Equal'ﬁ would require a larger RLWE
1/a (ie., 1/n*5+tOM) vet larger mpk, (i.e., w(log \) basic vectors). To our cur-
rent knowledge, the asymptotic hardness of RLWE does not differ significantly
for the two 1/a’s [2], so the instantiation of IBE with Equal; as Construction 3.3
has better overall efficiency, asymptotically.

3.4 Application to Packing/Unpacking Homomorphic Encodings

Our equality test technique can be further used to pack/unpack GSW-type [3,21]
homomorphic encodings. We defer the details in full version of this paper.

Particularly, we can compress log m bit-encodings into one encoding of a ring
element without losing information. This technique can be generically used to
improve FHE [3,21] for boolean computation, ABE [12] for circuits, and the
theoretical state-of-the-arts IBE [39]. As a result , the mpk size in the IBE [39]
can be shrunk by a factor of logm in the ring setting from our technique.

Our technique for the applications demonstrates another non-trivial advan-
tage of RLWE over the plain LWE, which might be of independent interests.

4 New Partition Function and Homomorphic Evaluation

In this section, we describe our second main technique — an explicit design of
the partition function required by our IBE scheme and homomorphic evaluation
algorithms with a small expansion factor. Our design uses the algebraic structure
of cyclotomic rings in a critical way, avoiding the route of Barrington’s Theo-
rem as the prior work [39]. As a result, our explicit partition function yields
significantly better concrete parameters in the overall IBE scheme.

To describe the partition function, we first recall an insight from the work [4],
stating that the IBE design with the trapdoor vanishing technique indeed only
needs (weak) pairwise independent hash functions plus the random isolation
technique of Valiant and Vazirani [35], which can generically replace the prior no-
tions “admissible hash functions” or “abort-resistant hash functions.” We state
the following lemma from [4] to summarize this insight.

Lemma 4.1 ( [4]) Let Q C {0,1}™ be an arbitrary subset, A,B be integers such
that B < A,|Q| < 6B for some 6 € (0,1), and let H : {0,1}" — Y be an almost
pairwise independent hash function family which has the following properties:

1V xe{0,1}", hl;%[h(x) =0]= 4.
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2 For any distinct x1 # x2 € {0,1}", hfe’g{[h(xl) = 0[h(z2) = 0] < 5.
Then for any element x ¢ Q, we have

1-4 1
Pr |h(z) = h(z’ ! —_— ).
heg_{[ () =0A (h(z") #0Va' € Q)] € ( I ’A)
Thus, our goal in this section is to (1) design such a hash function family, and
(2) design PubEval and TrapEval algorithms with a small average-case expanding
factor for the hash family. These would suffice for our IBE scheme.

4.1 Owur New Hash Function Family

In this section, we first describe a simplified version to illustrate the core idea,
and then show how to transform this simplified version to our final design.

Design Idea. Our design uses an error correcting code ECC : D — ZI'; with
relative distance 1 as follows. We define a basic hash function h: D — Z, :

ha,s(2) = (ECC(2)[a] = B),

where a € [L + 1] selects the position of ECC(z) and § € Z, represents a shift.
Here we use {1,...,L} to index the position of the error correcting code, and
assume ECC(2)[0] = O for any z € D. This indexing will be convenient for
describing our further constructions.

A hash family is naturally defined as H = {ha,p: @ € [L+ 1]\ {0},8 € Z,}.
It is easy to show that (1) Pry glha,s(z) = 0] = 1/p for any z € D and (2) for
any distinct z; # 22 € D, we have Prq g [ha,5(21) = 0|ha,s(22) = 0] <1-17.
Intuitively, for z; # 2o, there is 1" fraction of the positions in their error correcting
codes that give different values, meaning with this probability over the choice of
a, ECC(z1)[a] # ECC(22)[a]. This would imply hq g(21) # ha,s(22), which can
be used to derive the probability bound we want.

The basic hash family as is does not yet fulfill what we need for the IBE
analysis, as usually the parameter @ (corresponding to the number of adversary’s
key queries) is larger than the parameter p we can set. To tackle this issue, we use
the technique of parallel repetition in the following way. Let t € Z be parameter,

and o € ([L 4 1]\ {0})*, B € Z}, be parameters. We define hﬂx’fﬁ :D — Zj, as

haip(2) = (hao8,(2): - e ,(2)) -
We can then show that (1) Pro g [hlfﬁ (2) = O} = 1/p* and (2) for any distinct
21 # 29 € D, we have Prq g [hl”tﬁ(zl) = 0|hl’fﬁ(zQ) = O} <(1-7).

Thus, by choosing an appropriate parameter t, the family H! = {hl’tg o€
([L+1]\{0})", 8 € Z.} and Lemma 4.1 can be used to analyze our IBE security.

Remark 4.2 As we discussed in the introduction, using error correcting codes to
design a partition function has been explored previously in the context of IBE and
VREF. e.g., [8,24,589]. Our new insight is to integrate the ECC into the cyclotomic
rings so that it can be easily computed homomorphically. More details follow.
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Our Final Construction — Hash in the Ring. However, to design a Ring-
based IBE, using the above hash family (as is) still faces two major challenges: (1)
the family H® with output domain Z; is not naturally compatible with the ring,
and thus not convenient for our ring-based IBE design. (2) The second challenge
is quite subtle — the IBE analysis [1,39] requires to compute (homomorphically)
H' for a flexible ¢’ € [t], yet in an oblivious way in ¢/, i.e., the evaluation only
depends on ¢ but does not know ¢’'. The purpose is to derive a more fine-grained
security analysis for the IBE scheme. Therefore, the hash family must at least
capture Ut/e[t]’;’-{tl, and support this type of oblivious evaluation.

To tackle these issues, we propose a modified ring-based hash family #H%-*
that captures all H for t' < t and matches the output domain with the ring R
of the RLWE. At a high level, ¢ embeds H! with output Z for all ¢’ € [¢]
into some subset of the ring R, which is naturally compatible with our Ring IBE
design. Next we present our final design, starting with some important notations.

Important Notations. Let R be the m-th cyclotomic ring and n = m/2; p,t
be integers such that tp < n; ECC: D — ZI'; with relative distance 1" be an error
correcting code whose codeword is indexed by {1,...,L} and ECC(z)[0] = 0 for
every z € D. Then, we present our design of the hash function as follow.

Definition 4.3 For any (o, 8) € [L +1]* x Zj,, we define hash function Hfé :
D= R as HEG(2) = Y0y (a#HECCEI el — givtBy)

According to the property ECC(2)[0] = 0, in the above hash we extend the range
of a to [L + 1]* without affecting the result. Under this design, we define the
following classes of hash functions:

Definition 4.4 For any t' € [t], define the class HP as follows.
Ho = {Hl el e (L+ 1\ (0D, 8 ez} T = (@'T,07),8" = (87,0N)},

where 07 = (0,0,...,0) € Z;_t/, i.e., padding 0’s to match the dimension t.
Furthermore, define H%! = Ut’e[t]HR’t’tl'

Intuitively, for a fixed ¢, if the index (e, 3) is chosen randomly from the set
(IL+1)\{0})* x Z, then the function H®* behaves like k" as we elaborate next.

Observe that we can view Hf’t as a hash that embeds the vector hl’t/ﬁ € Zg
into the ring R. From our setting that ECC(2)[0] = 0, the padded 0’s will result
in cancelled terms in H®!, i.e., 2P+tECC0l _ zip — 0 for every i € [t/ + 1,t].
Moreover, we notice that different coordinates in the output vector of Rl will
not interfere — the i-th coordinate of the vector, namely hq, g, (2), corresponds
to the ring element zP+ECC()len] _ 2p+8: - Ag both ECC(2)[oy] and B; take
values between 0 and p — 1, our design guarantees that (xip+ECC(Z)[°‘i] — 2Pt
would not interfere with (xjp+ECC(Z)[°”] — 29P*+Bi) for i # j. Formally we prove
the following lemma.
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Lemma 4.5 For any code ECC: D — Zz'; with relative distance T, ring R with
dimension n such that tp < n, Then for any t' < t, the hash function family
HIEY as in Definition 4.4 has following properties:

1 For any element z1 € D, Pr  [H(z) =0] = (1/p)*.

HeMHRHY
2 For any distinct elements z1 # zo € D, we have
Pr[H(z1) = 0[H(z) = 0] < (1 - )"
HeMHR-HY

We defer the proof of this lemma in full version of this paper.

Two Further Important Properties. It is important to point out two further
important properties that will be used in our IBE analysis.

— (Obliviousness) The computation of the hash H, Ré is oblivious to the
choice of (a,3). That is to say, for any ¢’ < t and any choice of (a,3) €
(L+1]\{o})' x Z,

the way to compute Hfg remains the same. This is extremely important
for our IBE design and proof of security.

— (Invertibility) We notice that if H®!(z) # 0, then it is also invertible
in the ring R, for any prime ¢ = 3 mod 8 and ¢ > 2t. This is because
[H(2)||]2 < V2t < \/g. By Lemma 2.7, any element with norm less than
\/q is invertible in R, for this type of prime g.

4.2 Homomorphic Evaluation of the Partitioning Function

To homomorphically evaluate the hash function, we first identify the high level
goal: given input encodings {Encode(x*?)};cy), Encode (Zie[t] a:”“rﬁi) and a

hash input z € D in the clear, our task is to output an encoding Encode (Hf;@)) .

To achieve this, we first observe that we can re-write the hash function as

HR t Z PP 4 Z Z (j 2 ai) xip+ECC(z)[j]7

i€(t] t] jE[L+1]

where (j Z ai) outputs 1 if the equality holds and otherwise 0. Recall that we

index the codeword by [1,L] and we set ECC(2)[0] = 0 for any z € D.

As the input z and iterators ¢, j are in the clear, the only non-trivial homo-
morphic computation is the equality test (j z ai). The reader at this point
might already observe that this is what we achieved in the prior Construc-
tion 3.3, if we further have L + 1 < m (as our equality test function natu-
rally only supports comparison of parameters in [m]). However, our application
would require longer codewords, i.e., L = m" > m+ 1 for some n > 1, so this di-
rect approach would not work. To solve this issue, we consider input encodings
{Encode(ev;ir) }ielt),ireln Where (e, ..., ;1)) is considered as the m-ary
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representation of a; € [L+ 1]\ {0}. To test whether j Za;forje [L+1]\{0},
we can first compute the m-ary representation of j as (jo, - - . ,j,,_l) and then
check whether j; = a; ;+ for every ¢’ € [n].

Using this insight, we present the procedure formally. To work under the
syntax of (PubEval, TrapEval), we define the hash function in the following form
where the computation is in the clear:

Definition 4.6 (Hash Function for Homomorphic Evaluation) Let R be
some cyclotomic ring with degree n being a power of 2, q be an integer, R, =
R/qR and ECC be an error correcting code mapping D — Z'I;, satisfying the
constraint tp < n and further L +1 < m". Suppose the function Equalgz(z®)
parametered by B outputs 1 € Zg if the input x* satisfying a = f and 0 € Z,
otherwise. Define function FZ({ai,,’/}ie[t]}i,e[n],B) parameterized by z € D as: on
input {ou i Yicp,iem € (M7, Be Ry, the function computes as follows.

— For each j € [L+ 1], denote j’s m-ary representation as (j[0],...,7[n —1]).

— For each i~€ [t],j € [L+1], compute b; ; = ][, ¢, Equalj(z®).

= Output =B + Yjcpy je ) biy - w7 HECE,

Under the above notation, we present the homomorphic evaluation procedures.

Construction 4.7 Given (PubEval, TrapEval) for {Equals(-)}gepm) (either in
the plain or CRS model; ref. Sections 3.2 and 3.3) as subroutine, we construct
(PubEval, TrapEval) for {F.}.cp (in the plain or CRS model, respectively) as:

PubEval ({{bai,i,}iem,i,em,bB} F)
1 Forie€[t],j€[L+1],7 € [n], (homomorphically) compute

b PubEval(by, ,, Equalj[O]) i =0,
4,9, = PubEval(ba, ,,, Equal;;) gy (bijr—n) i > 1.

Then, let b; j == b; j ;1)
2 Output by := _bﬁ + Zie[t],je[LH] b ;- 2PTECC(2)[1]

TrapEval (a, {{Ra”,}ie[t] e C R];Xk’RB e ngxk} 7 (a:"‘,B),FZ):
1 Forie€lt],j €[L+1],¢ € [n], (homomorphically) compute

R; ;i = TrapEval (a, {Ra, , }, (@), Equalj[i,]) .

2 Fori' € [n], let b; j i be the vector evaluated in PubEval algorithm with b, , =
a-Rq,, +x%i gy, and recursively compute

R .. — Rijo i' =0,
1,5,8 — — A .
’ R} -9, (bijir—1)+ Equaljj(z®ii) - Ryjura @ > 1.

Then let R; ; == R;;jn-1)-
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3 OUtput RH = —RB + Eie[t],jE[L+l] Rl,]

We can easily calculate the expansion factor for the above (PubEval, TrapEval)
for the family { F. },cp, assuming we have (PubEval, TrapEval) that is §-expanding
for the family {Equal;};c(), either in the plain or CRS model. We present the
detailed analysis in full version of this paper.

Moreover, we notice that for the case n = 1, i.e., L+ 1 < m, we do not
need to do the m-ary decomposition, and thus can obtain a better expanding
factor by avoiding several layers of homomorphic multiplications. By combining
Theorems 3.4 and 3.6 with the above construction, we can obtain the following
corollary, showing the existence of the algorithms (PubEval, TrapEval) respect to
the function family {F,}.cp in both plain and CRS models.

Corollary 4.8 Consider parameters tp < n and L+ 1 < m" and others as
stated in Definition 4.6. Then there exist an algorithm pair (PubEval, TrapEval)
with following two properties:

1. If n = 1, the algorithms are (L + 1)tmn(kb)?-ezpanding in the plain model,
and O(tLmkb?\/nk)-expanding in the CRS model for the family {F.}:ep.

2. Ifn > 1, the algorithms are (L+1)tmn?(kb)3n-expanding in the plain model,
and O(thnk%%)—empanding in the CRS model for the family {F.},ep.

Alternatively, if we use the bit-wise equality test computation (i.e., Equal;g())
as the underlying building block, then by Theorems 3.7 with the above construc-
tion, we can obtain the following corollary.

Corollary 4.9 Consider parameters tp < n and others as stated in Defini-
tion 4.6. There exist an algorithm pair (PubEval, TrapEval) that are (L+1)tnkblogm-
expanding in the plain model, and O(tLleog m)-ezxpanding in the CRS model
for the family {F,}.ep.

5 IBE Design and Analysis

Now we present the design and improvement of analysis of IBE.

5.1 Construction

Our IBE construction uses the building block — algorithms (PubEval, TrapEval)
for the function class {F},},ep as Construction 4.7. We note that the function
class requires an error correcting code ECC : {0,1}* — Zj where L +1 < m".
Next we present the construction.

Construction 5.1 For identity space 1D = {0,1}* and message space M =
{0,1}", we define IBE scheme IT = (Setup, KeyGen, Enc, Dec) as follows:

Setup(1*) : On input security parameter 1*, the Setup algorithm does:

1. Sample (a,Tq) < TrapGen(n, k, p,q), where a € RE.
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2. Choose nt + 1 random ring vectors, i.e., b; & RE for i € [t],j € [n],

bs & R’;, and a random ring element u & R,.
3. Sample a PRF key K as the CRS for the homomorphic evaluation.
4. Output the master keys as: mpk = (a, (b;;)ic[y),jen)> bp, U, K), msk = Tq.

KeyGen(mpk, msk, id): On input the master keys mpk, msk and an identity id €
ID, the KeyGen algorithm does the following:

1. Define Fyq as the function as in Definition 4.6 with indez id.
2. Compute bid = PubEvaI({bm}ie[t]’je[n],b/g, Ed)

3. Sample r € ng by SampleLeft(a, by, T'a,u, 1), satisfying v - L:l ] = u.
id
4. Output skiy = r as a secret key of id.

Enc(mpk,id, m): On input mpk, id and message m € M, the algorithm does:

1. Set u=mo+miz+---+mp_12"" ' € R,.

2. Compute bid = PUbEval({bi,j}ie[t],je[n]7bﬂa Ed)

3. Sample s <& Ry, and sample ey, ez < (DG2M)% and e3 « DGef .
—u- q7. —| . €1

4. Compute co =u-s+e3+ [2]-p, and ¢ |:bid:| s+ [62

.

Output the ciphertext ct = (co,c1) € Ry X ng.

Dec(mpk, skiq, ct) On input the master public key mpk, the secret key skiq = 7 and
ciphertezt ct = (cg, ¢1), the decryption algorithm does the following:

1. Output m’ = L% - Coeffs(co — 7" - ¢1)] mod 2, where the rounding function
|] is applied coefficient-wise.

Correctness. Correctness of our IBE scheme is captured by the following The-
orem. We defer the proof of it in full version of our paper.

Theorem 5.2 For any positive number w, and ring modulus ¢ > 5(orwe - w +
0109V 2nk - w), the IBE scheme II presented in construction 5.1 is correct except
with probability 2~ 2mk+2 4 ge=mw”

5.2 Security

In this section, we analyze security of our IBE construction. Below we first present
a theorem for a reduction from RLWE to IBE with concrete parameters.

We first define and recall several notations. Let ECC : {0,1}* — Z} with
relative distance 7" be the underlying error correcting code of the function family
{F.4}ideip- We denote ¢ = 1/(1—7"). For our instantiations, we have the relations
L+1<m"and p>c>p/w for some small w € R, which can be set between
[2,\] depending on the selection of the code. We denote €, as a small positive
real regarding the smoothing parameter involved in SampleLeft and SampleRight
algorithms. Asymptotically, we would set ¢, = negl()\), and concretely ¢, =
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273X ensuring that the parameter ¢ defined below satisfies ¢ = negl(\) or £ <
1

5zx- Intuitively, this means the statistical distance incurred in the sampling
algorithms (in the scheme and proof of security) would be negligible or bounded
by e < 22% Then we have the following theorem.

Theorem 5.3 Given any (T, «, 8)-adversary A making Q' key queries against
Expt'EE(l)‘), there exists a (T',a’,8")-adversary B against ExpthgLWE(I",k +

. ’ wt’—l ’ _ a
1,q,v), such that T" < T + min{O (%) J(Lp)ty, o > 36‘(52’;)% - 1e,

and |34 > § (U528 — (g — )71 ) =4, where e = e +(Q/(nk)*+
1)8es, t' = [log,.(3Q")].

As discussed in the introduction, our analysis improves the running time of the
artificial abort technique of Waters [37]. We present the proof below.

Proof. Let A be a (T, «, 8)-adversary who makes @' key queries against the
IBE game of Expt'ﬁ’E(l)‘), and our goal is to construct a RLWE adversary B
that satisfies the parameters as the theorem statement. Before presenting the
concrete construction of B, we first define several hybrids, from which the design
idea of B naturally reveals.

Hybrid 0: In this hybrid, A plays the original security experiment Expt'§c(1%).
Hybrid 1: In this hybrid, A plays a slightly modified security experiment Expt'ﬁ'E(l)‘)'
where the challenger has an additional ability to send a | message to A at
any step, and then A would immediately abort upon receiving this message.
The particular modified experiment is defined as follows:

— The setup phase is identical to Expt'EE(l/\) except that the challenger

chooses a random partitioning function H & HREY a5 Definition 4.4,
where ¢’ = [log.(3Q")]. Particularly, the challenger would sample ran-
dom vectors o’ € [L+1]",8" € Z!, denotes a = (o/,0) € [L+1]", 3 =

(,6/, 0) € Zj,, and finally sets and keeps the hash function:
H(id) = Fa(at, B) = Hh(id) = Y (a7 TECC0D el _givtBiy
i€[t]

— The challenger responds to identity queries and issues the challenge ci-

phertext exactly as in Expt'EE(l)‘). Let idy,--- ,idgs be the identities
where the attacker queries and let id* be the challenge identity, which is
not in {idy, - -- 7idQ/}.

— In the final phase, adversary A might output a bit b’ as its guess or might
have aborted at some prior step. If the adversary does not abort, then
the challenger does the abort check and artificial abort as follow:

1. Abort check: the challenger checks if:

H(id) # 0 for all id € Q’, and H(id") = 0.
If the condition does not hold, challenger sends L to A, and A will

abort the game upon receiving 1.
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2. Artificial abort: the challenger samples a bit I" € {0, 1} such that
Pril’ =1] =1—4(id",idy, - - - ,idg’) where 4(-) is defined as follows:

e Define v to be the probability as follow:
y= Pr [H(id)#0foralli <, and H(id") =0]. (3)

HeH Rt

(28-1)2y*

0] (%#) pairs of (o', 3") and computes the hash val-

o If O (M) < (Lp)", then the challenger samples

ues of Hf,g(*) for the identities (idy,--- ,idgs,id™) to compute
an estimate v of 7, where v* = W. Otherwise, challenger
computes the exact value of v by enumerating all choices of o, 3’s
of the hash function for (idq,--- ,idgs,id™). Notice that there are
(Lp)t" choices of (ar, B). Set v/ = 7.

o If v* <+/, challenger sets 4(id",idy, - - - ,idg/) = v*/7/, otherwise
sets 4(id",idy, - -+ ,idg/) = 1.

If I' = 1 the challenger sends L to A, and then 4 aborts the game.
In this case we say that the challenger aborted the game due to an
artificial abort.

Hybrid 2: In this hybrid, A plays Expth(l)‘)' the same as Hybrid 1 except
for changing the way of generating the public vectors {b; ;}iciy, jem, bs-
Here, the challenger chooses a; € [L + 1] for @ € [t] as Hybrid 1, and ad-
ditionally R, ;,Rp < [—p,p|i" for i € [t],j € [n]. For each i € [t], the
challenger further decomposes a; € [L + 1] into the m-ary representation
(@i, ,y—1)). Then define the public matrices as follows:

bIj:aT~Ri,j+xai*j g, and bg:aT-Rg+inP+ﬁi~gJ.
i€ [t]

Hybrid 3: In this hybrid, A plays ExptIEE(l)‘)’ the same as Hybrid 2 except that
we change the way to generate the public vector a and to respond the secret

key queries. Formally, the challenger samples a & R’; uniformly at random
instead of running TrapGen algorithm. On the other hand, to respond a secret
key query for id, the challenger first computes

Rid = TrapEval(a, {Ri,j}iE[t],jG[n]7 R,B7 (a? ﬂ)7 Ed)

By the homomorphic property, we know that bi-g = PubEval ({bm Yier.iem bss Fid) =
a’  Rig+ Fu(a,B) - g/ . Then the challenger runs

T SampleRight(a; Ridv U, -Fid(a7 ﬁ)v 9y, Tgba J)

satisfying [@"|by] -7 = u mod q. Finally, the challenger outputs the secret
key sk =1 € ng

Hybrid 4: In this hybrid, A plays Expt'5-(1*)’ the same as Hybrid 3 except for
the way that challenge ciphertext (¢, c}) is generated. The challenger first
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chooses s < Ry, @+ (DG V¥ and sets v = a - s+« € Rf. Then, the

L™ ,orLWE

challenger samples e3 < D%S‘fg:LWE, and sets the challenge ciphertext as

ch=u-s+e3+ [%]u and ¢} = ReRand([Ix|Ria-] ", v, oruwe, 03),

where I, is the identity matrix in R*** and o3 = 5.72—. The syntax of the
re-randomization algorithm is defined in full version of this paper.

Hybrid 5: In this hybrid, A plays Expt'EE(lA)’ the same as Hybrid 4 except
for the way that the challenge ciphertext is generated. Here, the challenger
first chooses random ¢ from R, and random v’ from R%, and samples x «

(DSesfs )k Then challenger sets the challenge ciphertext as

Z™ ,oRrLWE
* q *
Cy = Cp + [51/1 and ¢} = ReRand([Ik|R;d*]T, U, ORLWE, 0'3),

where v = v’ 4+, and o3 is defined as in Hybrid 4. As ¢ is uniformly random
and independent of ¢}, it serves as a one-time pad that perfectly hides p.
Thus the advantage of the adversary in this hybrid is exactly 0.

Next we are going to analyze the adversary’s advantage in each hybrid. Sim-
ilar as the previous analysis, we denote (T}, «;, 8;) as A’s running time, non-
abort probability, and successfully conditional guessing probability in Hybrid i
for 0 < ¢ < 5. We note that (Tp, ag,Bo) = (T,a, ) by the condition of the
theorem, and 5 = 1/2 as the message is hidden by an one-time pad in Hybrid 5.
Particularly, we derive the following lemmas. Due to space limit, we defer the
proofs of Lemma 5.4, 5.5, 5.6 in full version of our paper.

Lemma 5.4 71 = Ty+min {O (%) ,(Lp)t'}, oy > a’y*~(17264_1),

and 31 > (1 - %(26 - 1)) - B, where v* = W.
Lemma 5.5 Ty =Ty, ay > a1 —¢ and By > B1 — /(a1 — ).

Lemma 5.6 There exists a (T',a/,8')-adversary B against ExpthgLWE(I", k+

1,q,%) such that T' < Ty4+0O (%), o > ayg/2 and B > Ba/2+1/4,

* _
where v = W

Combining Lemma 5.4, 5.5 and Lemma 5.6, it’s easy to verify that TV <
T+min{O(2ECEDIs0T)) (1 )i} of > Lay* (1-22L)—g) > (628 1,

(28—1)2v* = 36Q'pwt —1

68—3 * 28-1 - 11-6 5-2
and 6/ > %((I_BT)B_(’Y a(l_lBT)/E_l) 1)+i > % ( 8 lBﬂ - (36Q/pw§_16
1 . 1 (11-68 5—28 1 1
7> and thus we have that |3 —1/2| > 3 ( =B — (36Q/pwt/*16 -1) ) -
This completes the proof. a
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5.3 Asymptotic and Concrete Parameters

We also describe how to set both asymptotic and concrete parameters for our
IBE scheme in the full version of this paper. Due to space limit, we summarize
the results as follows:

Corollary 5.7 (Asymptotic Parameterization) Assume RLWE is hard for
parameters n = O(A),1/a = orpwe/q = 1/poly(N). Then Construction 5.1
is an adaptively secure |BE. The reductions cost (T',€') satisfies T = T +
min {O (p' log(p*) - log(1/€)/e) , (Lp)'}, € > O(e/A=Q), where T and e are the
running time and advantage of an IBE adversary, who makes Q key queries.

Corollary 5.8 (Concrete Parameterization) Assume the RLWE is max{A+
[[log.(3Q)7 - L1logn]| + 10, [[log.(3Q)] - “logn + log(L)] + 10}-bit hard for
parameters n, q, oriwe, where c = 1/(1=7) = {/n/(k+3), and € is the advantage
of an IBE adversary. Then Construction 5.1 is an adaptively secure |BE, and can
achieve \-bit security.
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