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#### Abstract

We prove that the module learning with errors (M-LWE) problem with arbitrary polynomial-sized modulus $p$ is classically at least as hard as standard worst-case lattice problems, as long as the module rank $d$ is not smaller than the number field degree $n$. Previous publications only showed the hardness under quantum reductions. We achieve this result in an analogous manner as in the case of the learning with errors (LWE) problem. First, we show the classical hardness of M-LWE with an exponential-sized modulus. In a second step, we prove the hardness of M-LWE using a binary secret. And finally, we provide a modulus reduction technique. The complete result applies to the class of power-of-two cyclotomic fields. However, several tools hold for more general classes of number fields and may be of independent interest.
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## 1 Introduction

The learning with errors (LWE) problem, introduced by Regev Reg05, is used as a core computational problem in lattice-based cryptography. Given positive integers $n$ (the dimension) and $q$ (the modulus), and a secret vector $\mathbf{s} \in \mathbb{Z}_{q}^{n}$, an $\operatorname{LWE}_{n, q, \psi}$ sample is defined as ( $\mathbf{a}, b=\frac{1}{q}\langle\mathbf{a}, \mathbf{s}\rangle+e$ ), where $\mathbf{a}$ is sampled from the uniform distribution on $\mathbb{Z}_{q}^{n}$ and $e$ (the error), is sampled from a probability distribution $\psi$ on the torus $\mathbb{T}=\mathbb{R} / \mathbb{Z}$. In many cases, the error distribution is given by a Gaussian distribution $D_{\alpha}$ of width $\alpha$, for a positive real $\alpha$. The search version of LWE asks to recover the secret s, given arbitrarily many samples of the LWE distribution. Its decision variant asks to distinguish between LWE samples and samples drawn from the uniform distribution on $\mathbb{Z}_{q}^{n} \times \mathbb{T}$.

The LWE problem is fundamental in lattice-based cryptography as it allows to construct a wide range of cryptographic primitives, from the basic ones, as public-key encryption (e.g. Reg05[MP12]), to the most advanced ones, as fully homomorphic encryption (e.g. [BGV12|BV14|DM15]) or non-interactive zeroknowledge proof systems (e.g. PS19]). A very appealing aspect of LWE is its connection to well-studied lattice problems. Lattices are discrete additive subgroups of $\mathbb{R}^{n}$ and arise in many different areas of mathematics, such as number theory, geometry and group theory. There are several lattice problems that are conjectured to be computationally hard to solve, for instance, the problem of finding
a set of shortest independent vectors (SIVP) or the decisional variant of finding a shortest vector (GapSVP). A standard relaxation of those two problems consists in solving them only up to a factor $\gamma$, denoted by SIVP $_{\gamma}$ and GapSVP ${ }_{\gamma}$, respectively. In the seminal work of Regev Reg05 Reg09, a worst-case to averagecase quantum reduction from GapSVP $\gamma_{\gamma}$ or SIVP $_{\gamma}$ to LWE was established. In other words, if there exists an efficient algorithm that solves LWE, then there also exists an efficient quantum algorithm that solves GapSVP ${ }_{\gamma}$ and SIVP ${ }_{\gamma}$ in the worst-case. Later, Peikert Pei09 showed a classical reduction from GapSVP ${ }_{\gamma}$ to LWE, but requiring the resulting modulus $q$ to be exponentially large in the dimension $n$. With the help of a modulus reduction, Brakerski et al. BLP $^{+} 13$ proved the hardness of LWE via a classical reduction from GapSVP ${ }_{\gamma}$, for any polynomial-sized modulus $q$.

Structured variants. Cryptographic protocols, whose security proofs rely on the hardness of LWE, inherently suffer from large public keys, usually consisting of $m$ elements of $\mathbb{Z}_{q}^{n}$, where $m \in O\left(n \log _{2} n\right)$. To improve their efficiency, structured variants of LWE have been proposed, e.g., [SSTX09|LPR10 LS15. Within this paper, we focus on the module learning with errors (M-LWE) problem, first defined by Brakerski et al. BGV12] and thoroughly studied by Langlois and Stehlé LS15. Instead of working over integers, it uses a more algebraic setting. Let $K$ be a number field of degree $n$ and $R$ its ring of integers with dual $R^{\vee}$. Further, let $q$ and $d$ be positive integers. Let $\psi$ be a distribution on the torus $\mathbb{T}_{R^{\vee}}=K_{\mathbb{R}} / R^{\vee}$, where $K_{\mathbb{R}}=K \otimes_{\mathbb{Q}} \mathbb{R}$, and let $\mathbf{s} \in\left(R_{q}^{\vee}\right)^{d}$ be a secret vector. An M-LWE ${ }_{n, d, q, \psi}$ sample is given by ( $\mathbf{a}, b=\frac{1}{q}\langle\mathbf{a}, \mathbf{s}\rangle+e$ ), where $\mathbf{a} \leftarrow U\left(\left(R_{q}\right)^{d}\right)$ and $e \leftarrow \psi$. Again, usually $\psi$ is a Gaussian distribution $D_{\alpha}$ of width $\alpha$. We refer to the special case of $d=1$ as the ring learning with errors (R-LWE) problem.

Similar to its unstructured counterpart, M-LWE also enjoys worst-case to average-case connections from lattice problems such as SIVP ${ }_{\gamma}$ LS15. Whereas the hardness results for LWE start from the lattice problem in the class of general lattices, the set has to be restricted to module lattices in the case of M-LWE. These module lattices correspond to modules in the ring $R$ and we refer to the related lattice problem as Mod-SIVP $\gamma_{\gamma}$ and Mod-GapSVP ${ }_{\gamma}$, respectively. Whereas both problems are conjectured to be hard to solve for $\gamma$ polynomial in the lattice dimension, the problem Mod-GapSVP ${ }_{\gamma}$ becomes easy in the special case of module lattices of rank 1 as their minimum can also be bounded below [PR07].

Since its introduction, the M-LWE problem has enjoyed more and more popularity as it offers a fine-grained trade-off between concrete security and efficiency. Within the NIST standardization process ${ }^{1}$. several third round candidates rely on the hardness of M-LWE, e.g., the signature scheme Dilithium [DKL ${ }^{+}$18] and the key encapsulation mechanism Kyber $\left[\mathrm{BDK}^{+} 18\right]$ from the CRYSTALS suite.
Binary secret. Several variants of LWE have been introduced during the last 15 years. One very interesting and widely-used version is the binary secret learning with errors (bin-LWE) problem, where the secret vector $\mathbf{s}$ is chosen from $\{0,1\}^{n}$. Besides gaining in efficiency, this variant also plays an important role in some ap-

[^0]plications like fully homomorphic encryption schemes, e.g., DM15. A first study of this problem was provided by Goldwasser et al. GKPV10] in the context of leakage-resilient cryptography. Whereas their proof structure has the advantage of being easy to follow, their result suffers from a large error increase. Informally, they showed a reduction from $\mathrm{LWE}_{\ell, q, D_{\alpha}}$ to bin-LWE ${ }_{n, q, D_{\beta}}$, where $\frac{\alpha}{\beta}=\operatorname{negl}(n)$ and $n \geq \ell \log _{2} q+\omega\left(\log _{2} n\right)$. Later, Brakerski et al. [BLP $\left.{ }^{+} 13\right]$ improved the state of the art in order to show the classical hardness of LWE with a polynomial-sized modulus. Micciancio Mic18 published another reduction from LWE to its binary version. Whereas the two reduction techniques differ, both paper achieved similar results. The dimension is still increased roughly by a factor $\log _{2} q$, but the error only by a factor of $\sqrt{n}$, where $n$ is the resulting LWE dimension. More concretely, in $\mathrm{BLP}^{+} 13$ a reduction from $\mathrm{LWE}_{\ell, q, D_{\alpha}}$ to bin-LWE ${ }_{n, q, D_{\beta}}$ is shown, where $\frac{\alpha}{\beta} \leq \frac{1}{\sqrt{10 n}}$ and $n \geq(\ell+1) \log _{2} q+\omega\left(\log _{2} n\right)$. The increase in dimension from $\ell$ to roughly $\ell \log _{2} q$ is reasonable, as it essentially preserves the number of possible secrets. As stated by Micciancio [Mic18], an important open problem is whether similar results carry over to the structured variants, in particular to M-LWE, which seems to be an interesting problem to use in practice.
Our contributions. Our first main contribution is a reduction from M-LWE to its binary secret version, bin-M-LWE, if the module rank $d$ is at least of size $\log _{2} q+\omega\left(\log _{2} n\right)$, where $n$ denotes the degree of the underlying number field and $q$ the modulus. To the best of our knowledge, this is the first result on the hardness of a structured variant of LWE with binary secret. We then use this new result to show our second main contribution, the classical hardness of M-LWE for any polynomial-sized modulus $p$ and module rank $d$ at least $2 n+\omega\left(\log _{2} n\right)$, assuming the hardness of Mod-GapSVP ${ }_{\gamma}$ with module rank at least 2. This was stated as an open problem by Langlois and Stehlé [LS15], as only quantum hardness of M-LWE for any polynomial-sized modulus $p$ was known.
Technical overview. At a high level, we follow the structure of the classical hardness proof of LWE from Brakerski et al. $\mathrm{BLP}^{+13}$. Overall, we need three ingredients: First, the classical hardness of M-LWE with an exponential-sized modulus. As a second component, we need the hardness of M-LWE using a binary secret, and finally, a modulus reduction technique.

We begin with the hardness of bin-M-LWE in Section3. We follow the original proof structure of Goldwasser et al. GKPV10, while achieving much better parameters by using the Rényi divergence instead of the statistical distance. The improvement on the noise rate compared to GKPV10 stems from the fact that the Rényi divergence only needs to be constant for the reduction to work, compared to negligibly close to 0 for the statistical distance. Using the Rényi divergence as a tool for distance measurement requires to move to the search variants of M-LWE and its binary version, respectively. Additionally, it asks to fix the number of samples $m$ a priori, which we denote by a suffix $m$, i.e., $\mathrm{M}-\mathrm{LWE}_{n, d, q, \psi}^{m}$. Throughout the paper, we assume that $m$ is polynomial in the security parameter. At the core of the hardness proof of bin-M-LWE lies a lossy argument, where the public matrix $\mathbf{A}$ is replaced by a lossy matrix $\mathbf{B} \cdot \mathbf{C}+\mathbf{Z}$, which corresponds to the second part of some multiple-secrets M-LWE sample.

To argue that an adversary cannot distinguish between the two cases, we need the hardness of the decisional M-LWE problem as well. However, prior to our work, the hardness of decisional M-LWE was only proven for polynomial-sized modulus, see [LS15. For our purpose, we need the hardness of decisional M-LWE with an exponential-sized modulus. We solve this problem by adapting the main result of Peikert et al. PRS17] to the module setting (Lemma 12 .

This leads us to the first ingredient, the classical hardness of M-LWE with an exponential-sized modulus. In their introduction, Langlois and Stehlé LS15 claimed that Peikert's dequantization [Pei09] carries over to the module case. In this paper, we prove this claim in Theorem 4. The proof idea is the same as the one from Peikert, but with two novelties. First, we look at the structured variants of the corresponding problems, i.e., GapSVP over module lattices and M-LWE, where the underlying ring $R$ is the ring of integers of a number field $K$. Second, we replace the main component, a reduction from the bounded distance decoding (BDD) problem to the search version of LWE, by the reduction from the gaussian decoding problem (GDP) over modules to the decisional version of M-LWE (Lemma 12, adapted from PRS17). Thus, we also generalize the hardness of the decisional variant of M-LWE to all number fields $K$, not only cyclotomic fields as in LS15.

Finally, we provide a modulus reduction technique, the last required ingredient, where the rank of the underlying module is preserved. This corresponds to the modulus reduction for LWE shown by Brakerski et al. [BLP ${ }^{+}$13, Cor. 3.2]. Prior to this paper, Albrecht and Deo AD17 adapted the more general result from $\mathrm{BLP}^{+} 13$, Thm. 3.1], from which the necessary Corollary 3.2 is deduced. Thus, in Section 4.1, we first recall their general result AD17, Thm. 1] and then derive Corollary 1 , that we need, from it. The quality of the latter depends on the underlying ring structure and how the binary secret distribution behaves. For the case of power-of-two cyclotomics, we provide concrete bounds. This involves the computation of lower and upper bounds of the singular values of the rotation matrix. Note that Langlois and Stehlé [LS15] proved a modulus switching result from modulus $q$ to modulus $p$, but the error increases at least by a multiplicative factor $\frac{q}{p}$, which is exponential if $q$ is exponential-sized and $p$ only polynomial-sized. Further note that the reason why we need to go through the binary variant of M-LWE is because we want to keep the noise amplification during the modulus switching part as small as possible.

Putting the ingredients together. We now explain how to complete the proof of our second main contribution, the classical hardness of M-LWE for any polynomial-sized modulus $p$ and module rank $d$ at least $2 n+\omega\left(\log _{2} n\right)$, as stated in Theorem 2. See Figure 1 for an overview of the full proof.
Step 1: Classical worst-case to average-case reduction. Our result holds for any number field $K$ of degree $n$ with ring of integers $R$. Let $\ell \geq 2$ denote the rank of the $R$-module. Informally, Theorem 4 shows a reduction from Mod-GapSVP ${ }_{\gamma}$ to M-LWE $n, \ell, q, r_{\alpha}$, where $\alpha \in(0,1), \gamma \alpha \geq n \ell \sqrt{\ell}$ and the modulus $q \geq 2^{\frac{n \ell}{2}}$. Here, $\Upsilon_{\alpha}$ defines a distribution on some special elliptical Gaussian distributions in the canonical embedding, which we define properly later.


Fig. 1. Overview of the complete classical hardness proof of M-LWE for linear rank $d$ and arbitrary polynomially large modulus $\hat{p}$, as stated in Theorem 2 for $K$ the $\nu$-th cyclotomic number field of degree $n$. The parameter $\Delta$ is determined by the underlying ring $R$ and is poly $(n)$ for the case of power-of-two cyclotomics.

Step 2: Hardness of the binary secret variant. Theorem 1 shows a reduction from M-LWE $n_{n, \ell, q, \mathcal{D}_{R^{\vee}, \alpha^{\prime} q}}^{m, d}$ and M-SLWE $n, \ell, q, \mathcal{D}_{R^{\vee}, \beta q}^{m}$ to bin-M-SLWE $n, d, q, \mathcal{D}_{R \vee}{ }^{\vee},{ }_{\beta q}$, where the underlying number field $K=\mathbb{Q}(\zeta)$ is a cyclotomic field, $d \geq \ell$. $\log _{2} q+\omega\left(\log _{2} n\right)$ and $\beta \geq \alpha^{\prime} \cdot \sqrt{m} n^{2} d$. Further, the modulus $q$ has to be prime and is preserved by the reduction. The starting error distribution is given by a discrete Gaussian $\mathcal{D}_{R^{\vee}, \alpha^{\prime} q}$, where $\alpha^{\prime}=\alpha \cdot \omega\left(\log _{2} n\right)$. We explain in Lemma 13 how to move from $\Upsilon_{\alpha}$ to $\mathcal{D}_{R^{\vee}, \alpha^{\prime} q}$. Again, the Gaussian distribution is defined with regard to the canonical embedding, but the binary secret is taken with regard to the coefficient embedding as we argue below.
Step 3: Modulus reduction. Using Corollary 1, we show a reduction from the problem bin-M-SLWE $n_{n, d, q, D_{\sqrt{2} \beta}^{m}}^{m}$ to bin-M-SLWE $n_{n, d, p, D_{\beta^{\prime}}}^{m}$, where $q \geq p \geq 1$ and $\left(\beta^{\prime}\right)^{2} \geq$ $(\sqrt{2} \beta)^{2}+\Delta$. Note that we show in Lemma 14 how to move from $\mathcal{D}_{R^{\vee}, \beta q}$ to $D_{\sqrt{2} \beta}$. In the case of power-of-two cyclotomics (Corollary 2) the additional error factor is $\Delta=2 d r^{2}$, with $r$ polynomial in $n$.

Step 4: Search to decision. To conclude the classical hardness result of decisional M-LWE with polynomial-sized modulus $p$, we use the search to decision reduction from LS15, Section 4.3], which is restricted to any $\nu$-th cyclotomic field such that $p$ is prime and satisfies $p=1 \bmod \nu$. Adding a modulus switching step LS15, Thm. 4.8], we can then reduce to any polynomial-sized modulus $\hat{p}$ close to $p$ by increasing the noise from $\beta^{\prime}$ to $\hat{\beta} \geq \beta^{\prime} \cdot \max \left(1, \frac{p}{\hat{p}}\right)$. $n^{3 / 4} d^{1 / 2} \omega\left(\log _{2}^{2}(n d)\right)$.
Canonical versus coefficient embedding. In previous publications about structured variants of LWE, many authors argued in praise of the canonical embedding $\sigma: K \rightarrow H$ for the sake of achieving tighter reductions, e.g. LPR10. That is also the reason why most of the former results that we use within our proofs are formulated in the canonical embedding. However, it should be questioned again for M-LWE with a binary secret. In practice, a small secret means that its coefficients, when seen as a polynomial, are small. In particular, the coefficients of a binary secret are chosen from the set $\{0,1\}$. For instance, for the security level 3 , the signature scheme Dilithium [DKL $\left.{ }^{+} 18\right]$ samples the coefficients of the secret vector of polynomials from the set $\{-3, \ldots, 3\}$. One big disadvantage of using the canonical embedding $\sigma$ is that the preimage of the set $\{0,1\}^{n} \cap H$ under $\sigma$ does not necessarily lie in $R$. More concretely, for the case of power-of-two cyclotomics, one can show that the only elements in $R$ that have binary coefficients under the canonical embedding are the elements 0 and 1. Going from the coefficient to the canonical representation can be done by the linear transformation defined by the Vandermonde matrix. Thus, the distortion between the two embeddings depends on the norm of the Vandermonde matrix. Even though there are nice classes where the perturbation is relatively small, see RSW18], in general, the problem of a binary secret with regard to the canonical embedding does not translate to a binary secret in the coefficient embedding. That is why we keep the definition of the binary secret in Theorem 1 with regard to the coefficient embedding. In order to keep the parameters as small as possible, this implies that the whole classical hardness proof then needs
to be restricted to the class of power-of-two cyclotomics, where both embeddings are nearly isometric. Furthermore, the leftover hash lemma over rings (Lemma 7) asks for the coefficient embedding. Note that elements sampled from a Gaussian distribution are still sampled with respect to the canonical embedding.
Classical hardness of R-LWE. The first result about the classical hardness of R-LWE with exponential-sized modulus has been informally mentioned in $\mathrm{BLP}^{+} 13$. It can be achieved in two steps. First, by a dimension-modulus switching as in $\mathrm{BLP}^{+} 13$, LWE in dimension $d$ and modulus $q$ can be reduced to LWE in dimension 1 and modulus $q^{d}$ with a slightly increased error rate. Then, by a ring switching technique as in GHPS12, the latter one can be reduced to R-LWE over a ring of any degree $n$ and modulus $q^{d}$, while keeping the same error rate. For more details on the second step, we refer to AD17, App. B].

On the other hand, as a direct application of our classical hardness result of M-LWE, we can provide an alternative solution for the classical hardness result of R-LWE with exponential-sized modulus. The idea is that, using a rankmodulus switching as in [WW19, we can instead reduce from M-LWE over $d$ rank modules of $n$-degree ring and modulus $q$, to R -LWE with $n$-degree ring and modulus $q^{d}$, with a slightly increased error rate. However, we remark that the underlying worst-case lattice problems are different for these two results. Suppose that we consider the classical hardness of R-LWE over $n$-degree ring and $q^{d}$ modulus where $d=\mathcal{O}(n)$. Then, the underlying problem is the standard GapSVP over general lattices of dimension $\mathcal{O}(\sqrt{n})$ for the first result, while it is Mod-GapSVP over rank- 2 modules of $\mathcal{O}(n)$-degree ring for the second one.
Related work. We now compare the results of Theorem 1 with the former results on LWE. The LWE problem can be seen as a special case of M-LWE, where the ring is $\mathbb{Z}$ and the degree $n$ equals 1 . In this case, the rank $\ell$ of the module corresponds to the dimension of the LWE problem and should be polynomial in the security parameter. Hence, the error-ratio is given by $\beta \geq \alpha \sqrt{m} \cdot d$ and $d \geq \ell \log _{2} q+\omega\left(\log _{2} \ell\right)$. Asymptotically, we lose a factor of $\sqrt{d}$ in the errorratio in our reduction compared to the former results for LWE $\mathrm{BLP}^{+13} \mathrm{Mic} 18$. However, our proof is as direct and short as the original one in GKPV10. We don't need to define intermediate problems such as First-is-errorless LWE and Extended-LWE as in $\mathrm{BLP}^{+} 13$ and no gadget matrix construction as in Mic18. Note that adapting the proof of Mic18] asks to define a corresponding gadget matrix, which does not seem to work in an obvious way and that adapting the proof of [ $\left.\mathrm{BLP}^{+} 13\right]$ asks to define a corresponding notion of (a constant) quality for binary secrets, which is not straightforward. By replacing the statistical distance by the Rényi divergence and switching to the search variants we obtain a much better result than in the original paper from Goldwasser et al. GKPV10.
Open problems. In the course of this paper, we incurred several restrictions on the class of number fields we look at. Lemma 10 restricts the hardness proof of bin-M-SLWE (Theorem 1) to cyclotomic fields, in order to bound the norm of the Vandermonde matrix. The hardness of bin-M-SLWE for a rank which is smaller than $\log _{2} q+\omega\left(\log _{2} n\right)$, in particular for binary R-LWE, is still an open problem. In practice, we usually chose a small constant rank $(<10)$, as for in-
stance in the submission to the NIST standardization process Kyber $\mathrm{BDK}^{+} 18$. Furthermore, adapting the techniques of Brakerski et al. $\left[\mathrm{BLP}^{+} 13\right]$ and Micciancio Mic18 to the module setting may help to further improve the error-ratio by a factor of $\sqrt{n d}$. Further, quantifying the error increase in the modulus reduction from Section 4.1 for other number fields than power-of-two cyclotomics may be interesting. The current bounds heavily depend on the singular values of the secret's rotation matrix, which further depend on the underlying number field.

## 2 Preliminaries

Let $q$ be a positive integer, then $\mathbb{Z}_{q}$ denotes the ring of integers modulo $q$. For any $n \in \mathbb{N}$, we represent the set $\{1, \ldots, n\}$ by $[n]$. Vectors are denoted in bold lowercase and matrices in bold capital letters. By $\mathbf{a}^{T}$ (resp. $\mathbf{a}^{\dagger}$ ) and $\mathbf{A}^{T}$ (resp. $\mathbf{A}^{\dagger}$ ) we denote the transpose (resp. conjugate transpose) of the vector a and the matrix $\mathbf{A}$. The standard basis of $\mathbb{C}^{n}$ is identified by $\left\{\mathbf{e}_{i}\right\}_{i \in[n]}$. For $\mathbf{a} \in \mathbb{C}^{n}$, we define $\operatorname{diag}(\mathbf{a})=\left(a_{i} \delta_{i j}\right)_{i, j \in[n]}$ to be the diagonal matrix whose diagonal entries are the entries of $\mathbf{a}$, where $\delta_{i j}$ denotes the Kronecker delta. The identity matrix of order $n$ is denoted by $\mathbf{I}_{n}$. For any $\mathbf{a} \in \mathbb{R}^{n}$, we set $\|\mathbf{a}\|_{\infty}$ and $\|\mathbf{a}\|_{2}$ as the infinity and the Euclidean norm, respectively. For any ma$\operatorname{trix} \mathbf{A}=\left(a_{i j}\right)_{i \in[m], j \in[n]}$, we define the norm $\|\mathbf{A}\|=\max _{j \in[n]}\left\|\mathbf{a}_{j}\right\|_{2}$, where $\mathbf{a}_{j}$ is the $j$-th column vector of $\mathbf{A}$ for $j \in[n]$. Further, we denote by $\|\mathbf{A}\|_{F}$ the Frobenius norm given by $\|\mathbf{A}\|_{F}^{2}=\sum_{i \in[m]} \sum_{j \in[n]} a_{i j}^{2}$ and, by GS $(\mathbf{A})=\left(\operatorname{GS}\left(\mathbf{a}_{j}\right)\right)_{j \in[n]}$ the Gram-Schmidt orthogonalization of $\mathbf{A}$ from left to right.

### 2.1 Algebraic number theory

A number field $K=\mathbb{Q}(\zeta)$ of degree $n$ is a finite extension of the rational number field $\mathbb{Q}$ obtained by adjoining an algebraic number $\zeta$. We define the tensor field $K_{\mathbb{R}}=K \otimes_{\mathbb{Q}} \mathbb{R}$ which can be seen as the finite field extension of the reals by adjoining $\zeta$. The set of all algebraic integers of $K$ defines a ring, called the ring of integers which we denote $R$. It is always true that $\mathbb{Z}[\zeta] \subseteq R$, where this inclusion can be strict. Lemma 7 is restricted to the class of number fields where the equality $R=\mathbb{Z}[\zeta]$ holds. This is the case for some quadratic extensions (i.e., when $\zeta=\sqrt{d}$ with $d$ square-free and $d \neq 1 \bmod 4$ ), cyclotomic fields (i.e., when $\zeta$ is a primitive root of the unity) and number fields with a defining polynomial $f$ of square-free discriminant $\Delta_{f}$.

A subset $M \subseteq K^{d}$ is an $R$-module of rank $d$ if it is closed under addition by elements of $M$ and under multiplication by elements of $R$. It is a finitely generated module if there exists a finite family $\left\{b_{k}\right\}_{k}$ of vectors in $K^{d}$ such that $M=\sum_{k} R \cdot b_{k}$.

Space $\boldsymbol{H}$. We introduce the space $H \subseteq \mathbb{R}^{t_{1}} \times \mathbb{C}^{2 t_{2}}$, where $n=t_{1}+2 t_{2}$, as

$$
H=\left\{\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)^{T} \in \mathbb{R}^{t_{1}} \times \mathbb{C}^{2 t_{2}}: x_{t_{1}+t_{2}+j}=\overline{x_{t_{1}+j}}, \forall j \in\left[t_{2}\right]\right\}
$$

For $j \in\left[t_{1}\right]$, we set $\mathbf{h}_{j}=\mathbf{e}_{j}$, and for $j \in\left\{t_{1}+1, \ldots, t_{1}+t_{2}\right\}$, we set $\mathbf{h}_{j}=\frac{1}{\sqrt{2}}\left(\mathbf{e}_{j}+\right.$ $\left.\mathbf{e}_{j+t_{2}}\right)$ and $\mathbf{h}_{j+t_{2}}=\frac{i}{\sqrt{2}}\left(\mathbf{e}_{j}-\mathbf{e}_{j+t_{2}}\right)$. The set $\left\{\mathbf{h}_{j}\right\}_{j \in[n]}$ forms an orthonormal basis of $H$ as a real vector space, showing that $H$ is isomorphic to $\mathbb{R}^{n}$. The change of basis is given by the unitary matrix

$$
\mathbf{U}_{H}=\left[\begin{array}{ccc}
\mathbf{I}_{t_{1}} & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} \mathbf{I}_{t_{2}} & \frac{i}{\sqrt{2}} \mathbf{I}_{t_{2}} \\
0 & \frac{1}{\sqrt{2}} \mathbf{I}_{t_{2}} & \frac{-i}{\sqrt{2}} \mathbf{I}_{t_{2}}
\end{array}\right] .
$$

Canonical embedding. Any number field $K=\mathbb{Q}(\zeta)$ of degree $n$ has exactly $n$ field homomorphisms $\sigma_{i}: K \rightarrow \mathbb{C}$ fixing each element of $\mathbb{Q}$, where $i \in[n]$. Let $\sigma_{1}, \ldots, \sigma_{t_{1}}$ be the real embeddings and $\sigma_{t_{1}+1}, \ldots, \sigma_{t_{1}+2 t_{2}}$ the complex embeddings. The complex ones come in conjugate pairs, thus $\sigma_{i}=\overline{\sigma_{i+t_{2}}}$ for $i \in$ $\left\{t_{1}+1, \ldots, t_{1}+t_{2}\right\}$. In the particular case of cyclotomic fields, all $n$ embeddings are complex. The canonical embedding $\sigma$ is defined as the map $\sigma: K \rightarrow H$, where $\sigma(x)=\left(\sigma_{i}(x)\right)_{i \in[n]}$. It describes a field homomorphism, where multiplication and addition in $H$ are component-wise. By abuse of notation, for an $\mathbf{x} \in K^{d}$, we also write $\sigma(\mathbf{x})$ to denote the vector $\left(\sigma\left(x_{i}\right)\right)_{i \in[d]} \in \mathbb{C}^{n d}$. We can represent $\sigma(x)$ via the real vector $\sigma_{H}(x) \in \mathbb{R}^{n}$ through the change of basis described above, i.e., $\sigma_{H}(x)=\left(\mathbf{U}_{H}\right)^{\dagger} \cdot \sigma(x)$. Note that multiplication is not componentwise for $\sigma_{H}$. More concretely, in the basis $\left\{\mathbf{e}_{i}\right\}_{i \in[n]}$, multiplication by $x \in K$ can be described as the left multiplication by the matrix $\mathbf{X}=\left(x_{i j}\right)_{i, j \in[n]}$, where $x_{i j}=\sigma_{i}(x) \cdot \delta_{i j}$. Hence, changing to the basis $\left\{\mathbf{h}_{i}\right\}_{i \in[n]}$ leads to the corresponding matrix of multiplication $\mathbf{X}_{H}=\left(\mathbf{U}_{H}\right)^{\dagger} \mathbf{X} \mathbf{U}_{H}$, having the same singular values as $\mathbf{X}$, given by $\left|\sigma_{i}(x)\right|$ for $i \in[n]$.

The trace $\operatorname{Tr}: K \rightarrow \mathbb{Q}$ is defined as the sum of the embeddings, i.e., for any $x \in K$, we have $\operatorname{Tr}(x)=\sum_{i \in[n]} \sigma_{i}(x)$. For any fractional ideal $\mathcal{I} \subset K$, we define the dual $\mathcal{I}^{\vee}$ of $\mathcal{I}$ as $\mathcal{I}^{\vee}=\{x \in K: \operatorname{Tr}(x \mathcal{I}) \subseteq \mathbb{Z}\}$. In the case of $R=\mathbb{Z}[\zeta]$, it yields $R^{\vee}=\frac{1}{f^{\prime}(\zeta)} R$, where $f$ is the defining polynomial of $K$. In particular, for $K \cong \mathbb{Q}[x] /\left\langle x^{n}+1\right\rangle$ the $\nu$-th cyclotomic field, where $\nu$ is a power of two and $n=\nu / 2$, it holds $R^{\vee}=\frac{1}{n} R$.

Coefficient embedding. Every number field $K=\mathbb{Q}(\zeta)$ of degree $n$ defines an $n$-dimensional vector space over $\mathbb{Q}$ with basis $\left\{1, \zeta, \ldots, \zeta^{n-1}\right\}$. Thus, every element $x \in K$ can be written as $x=\sum_{i=0}^{n-1} x_{i} \zeta^{i}$, where $x_{i} \in \mathbb{Q}$. The coefficient embedding $\tau: K \rightarrow \mathbb{R}^{n}$ is the map that sends every element $x \in K$ to its coefficient vector $\tau(x)=\left(x_{0}, \ldots, x_{n-1}\right)^{T}$. Multiplication by $x$ in the coefficient embedding can be represented by a matrix multiplication, where we denote the corresponding matrix by $\operatorname{Rot}(x) \in \mathbb{R}^{n \times n}$. Note that the matrix $\operatorname{Rot}(x)$ is invertible in $K$ for every $x \neq 0$ and that its concrete form depends on the field $K$. Again, looking at the example, where $K=\mathbb{Q}(\zeta)$ is the $\nu$-th cyclotomic field,
with $\nu$ a power of two and thus $K \cong \mathbb{Q}[x] /\left\langle x^{n}+1\right\rangle$ with $n=\nu / 2$, it yields

$$
\operatorname{Rot}(x)=\left[\begin{array}{cccc}
x_{0} & -x_{n-1} & - & -x_{1} \\
x_{1} & x_{0} & \searrow & \mid \\
\mid & \mid & \searrow & -x_{n-1} \\
x_{n-1} & x_{n-2} & - & x_{0}
\end{array}\right]
$$

As both embeddings play an important role in this paper, we recall how to go from one to the other. For any $x \in K$, the embeddings $\sigma(x)$ and $\tau(x)$ are linked through the Vandermonde matrix $\mathbf{V}$ of the roots of the defining polynomial $f$. For $i \in[n]$, we let $\alpha_{i}=\sigma_{i}(\zeta)$ be the $i$-th root of $f$. Then, $\sigma(x)=\mathbf{V} \cdot \tau(x)$, where

$$
\mathbf{V}=\left[\begin{array}{ccc}
1 & \alpha_{1}-\alpha_{1}^{n-1} \\
1 & \alpha_{2}-\alpha_{2}^{n-1} \\
\mid & \mid \\
1 & \alpha_{n}-\alpha_{n}^{n-1}
\end{array}\right]
$$

### 2.2 Lattices

An $n$-dimensional lattice $\Lambda \subseteq \mathbb{R}^{n}$ is a discrete additive subgroup of $\mathbb{R}^{n}$. Within this work, we assume $\Lambda$ to be of full rank $n$, i.e., $\operatorname{span}_{\mathbb{Q}}(\Lambda)=\mathbb{R}^{n}$. It can be seen as the set of all linear integer combinations of some $n$ linearly independent vectors $\mathbf{B}=\left\{\mathbf{b}_{i}\right\}_{i \in[n]} \subseteq \mathbb{R}^{n}$, thus $\Lambda=\left\{\sum_{i \in[n]} z_{i} \mathbf{b}_{i}: z_{i} \in \mathbb{Z}\right\}$. We call $\mathbf{B}$ a basis of $\Lambda$. The minimum $\lambda_{1}(\Lambda)$ of a lattice $\Lambda$ is the Euclidean norm of any of its shortest nonzero vectors. The dual lattice $\Lambda^{*}$ is defined by $\Lambda^{*}=$ $\left\{\mathbf{x} \in \mathbb{R}^{n}:\langle\mathbf{x}, \mathbf{y}\rangle \in \mathbb{Z}, \forall \mathbf{y} \in \Lambda\right\}$. If $\mathbf{B}$ is basis of $\Lambda$, then $\mathbf{B}^{*}=\left(\mathbf{B}^{T}\right)^{-1}$ is a basis of $\Lambda^{*}$. The fundamental parallelepiped $\mathcal{P}(\mathbf{B})$ of the lattice $\Lambda$ generated by the basis $\mathbf{B}=\left\{\mathbf{b}_{i}\right\}_{i \in[n]}$ is defined as $\mathcal{P}(\mathbf{B})=\left\{\sum_{i \in[n]} z_{i} \mathbf{b}_{i}: z_{i} \in\left[-\frac{1}{2}, \frac{1}{2}\right), \forall i \in[n]\right\}$. For any $\mathbf{w} \in \mathbb{R}^{n}$, we write $\mathbf{x}=\mathbf{w} \bmod \mathbf{B}$ to denote the unique point $\mathbf{x} \in \mathcal{P}(\mathbf{B})$ such that $\mathbf{w}-\mathbf{x} \in \Lambda$. One of the most studied lattice problems is the shortest vector problem (SVP). It exists in both search and decisional versions, but within this paper we are only using the approximation variant of the latter.

Definition 1 (Shortest vector problem). Let $\gamma=\gamma(n) \geq 1$ be a function in the dimension $n$. An input to the shortest vector problem $\mathrm{GapSVP}_{\gamma}$ is a pair $(\mathbf{B}, \delta)$, where $\mathbf{B}$ is a basis of an n-dimensional lattice $\Lambda$ and $\delta>0$ is a real number. It is a YES instance if $\lambda_{1}(\Lambda) \leq \delta$, and it is a NO instance if $\lambda_{1}(\Lambda)>\gamma \cdot \delta$. The problem asks to distinguish whether a given instance is a $Y E S$ or a NO instance. If $\lambda_{1}(\Lambda)$ falls in $(\delta, \gamma \cdot \delta]$, we can return anything.

Let $R$ be of degree $n$. Any rank $d$ module $M \subseteq K^{d}$ of $R$ is mapped by the canonical embedding $\left(\sigma_{H}, \ldots, \sigma_{H}\right): K^{d} \rightarrow \mathbb{R}^{n d}$ to a lattice in $\mathbb{R}^{n d}$. By abuse of notation, we simply write $\sigma_{H}$. Such lattices are called module lattices. The GapSVP ${ }_{\gamma}$ restricted to module lattices is denoted by Mod-GapSVP ${ }_{\gamma}$. For any $\mathbf{x} \in K^{d}$, we define three different norms $\|\mathbf{x}\|_{2}=\left\|\left(\sigma_{H}\left(x_{k}\right)\right)_{k \in[d]}\right\|_{2},\|\mathbf{x}\|_{\infty}=\left\|\left(\sigma_{H}\left(x_{k}\right)\right)_{k \in[d]}\right\|_{\infty}$ and $\|\mathbf{x}\|_{2, \infty}=\max _{i \in[n]}\left(\sum_{k \in[d]}\left|\sigma_{i}\left(x_{k}\right)\right|^{2}\right)^{1 / 2}$. Within this paper, we further need two intermediate lattice problems, presented in the setting of module lattices.

Definition 2 (Bounded distance decoding). Let $K$ be a number field with $R$ its ring of integers of degree $n$ and $M \subseteq K^{d}$ be a module of $R$ of rank d. Further, let $\delta$ be a positive real number. An input to the bounded distance decoding problem $\mathrm{BDD}_{M, \delta}$ is a point $\mathbf{y} \in K^{d}$ of the form $\mathbf{y}=\mathbf{x}+\mathbf{e}$, where $\mathbf{x} \in M$ and $\|\mathbf{e}\|_{2, \infty} \leq \delta$. The problem asks to find $\mathbf{x}$.

By $D_{g}$ we denote the continuous Gaussian distribution of width $g$ on $K_{\mathbb{R}}^{d}$, which we define properly in the next subsection.

Definition 3 (Gaussian decoding problem). Let $K$ be a number field with $R$ its ring of integers of degree $n$ and $M \subseteq K^{d}$ be a module of $R$ of rank d. Further, let $g>0$ be a Gaussian parameter. An input to the gaussian decoding problem $\operatorname{GDP}_{M, g}$ is a coset $\mathbf{y}+M$, where $\mathbf{y} \leftarrow D_{g}$. The goal is to find $\mathbf{y}$.
Every $\mathrm{GDP}_{M, g}$ instance defines a $\mathrm{BDD}_{M, \delta}$ one with $\delta=g \cdot \sqrt{d} \cdot \omega\left(\sqrt{\log _{2} n}\right)$. Note that GapSVP, BDD and GDP can also be defined with regard to other norms.

Lemma 1 ([LLL82],[Bab85]). There exists a polynomial-time algorithm that solves $\mathrm{BDD}_{M, \delta}$ for $\delta=2^{-\frac{N}{2}} \cdot \lambda_{1}(M)$, where $N=n d$.

### 2.3 Probabilities

For a set $S$ and a distribution $\chi$ on $S$, we denote by $x \leftarrow \chi$ the process of sampling $x \in S$ according to $\chi$. By $U(S)$ we denote the uniform distribution on $S$. For $s>0$ and a vector $\mathbf{c} \in \mathbb{R}^{n}$, the Gaussian function $\rho_{s, \mathbf{c}}$ is defined by $\rho_{s, \mathbf{c}}(\mathbf{x})=\exp \left(-\frac{\pi\|\mathbf{x}-\mathbf{c}\|_{2}^{2}}{s^{2}}\right)$. By normalizing the Gaussian function, we obtain the density function of the $n$-dimensional continuous Gaussian distribution $D_{s, \mathbf{c}}$ of width $s$ and center $\mathbf{c}$. If the center is the zero vector $\mathbf{0}$, we simply omit the index $\mathbf{c}$ and write $D_{s}$. For an $n$-dimensional lattice $\Lambda \subseteq \mathbb{R}^{n}$, the discrete Gaussian distribution $\mathcal{D}_{\Lambda, s, \mathbf{c}}$ of width $s$ and center $\mathbf{c}$ for $\Lambda$ is defined by its density function $\mathcal{D}_{\Lambda, s, \mathbf{c}}(\mathbf{x})=\frac{D_{s, \mathbf{c}}(\mathbf{x})}{D_{s, \mathbf{c}}(\Lambda)}$, where $D_{s, \mathbf{c}}(\Lambda)=\sum_{\mathbf{y} \in \Lambda} D_{s, \mathbf{c}}(\mathbf{y})$. Again, if the center is $\mathbf{0}$, we simply omit the index $\mathbf{c}$ and write $\mathcal{D}_{\Lambda, s}$.

Using the identification of $H$ as $\mathbb{R}^{n}$, we can extend the definition of the continuous Gaussian distribution to an elliptical Gaussian distribution in the basis $\left\{\mathbf{h}_{i}\right\}_{i \in[n]}$ as follows. Let $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)^{T} \in \mathbb{R}^{n}$ be a vector such that $r_{i}>0$ for all $i \in[n]$ and $r_{t_{1}+j}=r_{t_{1}+t_{2}+j}$ for all $j \in\left[t_{2}\right]$, where $n=t_{1}+2 t_{2}$. A sample from $D_{\mathbf{r}}$ on $H$ is given by $\sum_{i \in[n]} x_{i} \mathbf{h}_{i}$, where $x_{i} \leftarrow D_{r_{i}}$ over $\mathbb{R}$ for $i \in[n]$. By applying the inverse of the canonical embedding $\sigma$, this provides Gaussian distributions on $K_{\mathbb{R}}^{d}$ for any $d$. For $0 \leq \alpha<\alpha^{\prime}$, we define $\Psi_{\left[\alpha, \alpha^{\prime}\right]}$ to be the set of Gaussian distributions $D_{\mathbf{r}}$ with $\alpha<r_{i} \leq \alpha^{\prime}$ for all $i \in[n]$. If $\alpha=0$, we simply write $\Psi_{\leq \alpha^{\prime}}$. Further, for any positive real $\alpha$, we define the distribution $\Upsilon_{\alpha}$ on distributions on $H$ as done by Peikert et al. PRS17. Fix an arbitrary $f(n)=$ $\omega\left(\sqrt{\log _{2} n}\right)$. A distribution sampled from $\Upsilon_{\alpha}$ is an elliptical Gaussian $D_{\mathbf{r}}$, where $\mathbf{r}$ is sampled as follows: For $i \in\left[t_{1}\right]$, sample $x_{i} \leftarrow D_{1}$ and set $r_{i}^{2}=\alpha^{2}\left(x_{i}^{2}+f^{2}(n)\right) / 2$. For $i \in\left\{t_{1}+1, \ldots, t_{1}+t_{2}\right\}$, sample $x_{i}, y_{i} \leftarrow D_{1 / \sqrt{2}}$ and set $r_{i}^{2}=r_{i+t_{2}}^{2}=$ $\alpha^{2}\left(x_{i}^{2}+y_{i}^{2}+f^{2}(n)\right) / 2$. Additionally, we define the smoothing parameter $\eta_{\varepsilon}(\Lambda)$ of a
lattice $\Lambda$ which was first introduced by Micciancio and Regev MR07]. Informally, this gives a threshold above which many properties of the continuous Gaussian distribution also hold for its discrete counterpart.

Definition 4 (Smoothing parameter). Let $\Lambda$ be an $n$-dimensional lattice and $\varepsilon$ be a positive real number, the smoothing parameter $\eta_{\varepsilon}(\Lambda)$ is defined as the smallest positive real s such that $\rho_{1 / s}\left(\Lambda^{*} \backslash\{\mathbf{0}\}\right) \leq \varepsilon$.

In particular, we need the following bounds on the smoothing parameter.
Lemma 2 (Lem. 1.5 Ban93] and Claim 2.13 Reg05]). Let $\Lambda$ be an ndimensional lattice and $\varepsilon=\exp (-n)$, it holds $\frac{\sqrt{n}}{\sqrt{\pi} \lambda_{1}\left(\Lambda^{*}\right)} \leq \eta_{\varepsilon}(\Lambda) \leq \frac{\sqrt{n}}{\lambda_{1}\left(\Lambda^{*}\right)}$.

The statistical distance is a widely used measure of distribution closeness.
Definition 5 (Statistical distance). Let $P$ and $Q$ be two discrete probability distributions on a discrete domain $E$. The statistical distance is defined as $\Delta(P, Q)=\frac{1}{2} \sum_{x \in E}|P(x)-Q(x)|$.

The statistical distance fulfills the probability preservation property.
Lemma 3. Let $P, Q$ be two probability distributions with $\operatorname{Supp}(P) \subseteq \operatorname{Supp}(Q)$ and $E \subseteq \operatorname{Supp}(Q)$ be an arbitrary event. Then, $P(E) \leq \Delta(P, Q)+Q(E)$.

Within the paper, we need the following two results about the statistical distance of two Gaussian distributions.

Lemma 4 (Thm. 1.2 DMR18]). Let $D_{g}$ denote the continuous Gaussian distribution on $K_{\mathbb{R}}$ and let $z \in K$. The statistical distance between $D_{g}$ and $D_{g, z}$ is bounded above by $\frac{\sqrt{2 \pi}\|z\|_{2}}{g}$.

Lemma 5 (Claim 2.2 Reg05). Let $\alpha$ and $\beta$ be positive reals such that $\alpha<\beta$. The statistical distance between $D_{\alpha}$ and $D_{\beta}$ is bounded above by $10 \cdot\left(\frac{\beta}{\alpha}-1\right)$.

The following lemma describes the behavior of the sum of a continuous Gaussian and a discrete one.

Lemma 6 (Claim. 3.9 Reg09]). Let $\Lambda$ be an n-dimensional lattice, $s>0, r>$ 0 and $t=\sqrt{r^{2}+s^{2}}$. Assume that $\frac{r s}{t} \geq \eta_{\varepsilon}(\Lambda)$ for some $\varepsilon \in\left(0, \frac{1}{2}\right)$. Consider the distribution $Y$ on $\mathbb{R}^{n}$ obtained by sampling from $\mathcal{D}_{\Lambda, r}$ and then adding a vector taken from $D_{s}$. Then, it yields $\Delta\left(Y, D_{t}\right) \leq 2 \varepsilon$.

Further, we need a ring version of the leftover hash lemma, where the secret vector contains binary polynomials. For this purpose, we adapt a result from Micciancio Mic07. A proof can be found in the full version [BJRW20.

Lemma 7. Let $n, m, d, q$ be positive integers, with $q$ prime. Further, let $f$ be the defining polynomial of degree $n$ of the number field $K \cong \mathbb{Q}[x] /\langle f\rangle$ such that its ring of integers is $R=\mathbb{Z}[x] /\langle f\rangle$. We set $R_{q}=R / q R$ and $R_{2}=R / 2 R$. Then,

$$
\Delta((\mathbf{A}, \mathbf{A} \mathbf{x}),(\mathbf{A}, \mathbf{v})) \leq \frac{1}{2} \sqrt{\left(1+\frac{q^{d}}{2^{m}}\right)^{n}-1}
$$

where $\mathbf{A} \leftarrow U\left(\left(R_{q}\right)^{d \times m}\right), \mathbf{x} \leftarrow U\left(\left(R_{2}\right)^{m}\right)$ and $\mathbf{v} \leftarrow U\left(\left(R_{q}\right)^{d}\right)$.
In order to guarantee a statistical distance negligibly small in $n$ for a fixed rank $d$, we require $m \geq d \log _{2} q+\omega\left(\log _{2} n\right)$. Note that the requirement $\Omega\left(\log _{2} n\right)$ is not strong enough as $\lim _{n \rightarrow \infty}\left(1+\frac{1}{c \cdot n}\right)^{n}=e^{\frac{1}{c}}$, for any positive constant $c$.

The Rényi divergence R6́1 vEH14 defines another measure of distribution closeness and was thoroughly studied for its use in cryptography as a powerful alternative for the statistical distance measure by Bai et al. $\mathrm{BLL}^{+} 15$. In this paper, it suffices to use the Rényi divergence of order 2.

Definition 6 (Rényi divergence of order 2). Let $P$ and $Q$ be two discrete probability distributions such that $\operatorname{Supp}(P) \subseteq \operatorname{Supp}(Q)$. The Rényi divergence of order 2 is defined as $\operatorname{RD}_{2}(P \| Q)=\sum_{x \in \operatorname{Supp}(P)} \frac{P(x)^{2}}{Q(x)}$.

The Rényi divergence is multiplicative and fulfills the probability preservation property, as proved by van Erven and Harremoës vEH14.

Lemma 8. Let $P, Q$ be two discrete probability distributions with $\operatorname{Supp}(P) \subseteq$ $\operatorname{Supp}(Q)$ and $E \subseteq \operatorname{Supp}(Q)$ be an arbitrary event. Further, let $\left(P_{n}\right)_{n \in \mathbb{N}},\left(Q_{n}\right)_{n \in \mathbb{N}}$ be two families of independent discrete probability distributions with $\operatorname{Supp}\left(P_{n}\right) \subseteq$ $\operatorname{Supp}\left(Q_{n}\right)$ for all $n \in \mathbb{N}$. Then, the following properties are fulfilled:

$$
\mathrm{RD}_{2}\left(\prod_{n \in \mathbb{N}} P_{n} \| \prod_{n \in \mathbb{N}} Q_{n}\right)=\prod_{n \in \mathbb{N}} \mathrm{RD}_{2}\left(P_{n} \| Q_{n}\right), \text { and } Q(E) \cdot \mathrm{RD}_{2}(P \| Q) \geq P(E)^{2}
$$

In Section 3, we need the Rényi divergence of two shifted discrete Gaussians.
Lemma 9 (Adapted from Lem. 4.2 [LSS14]). Let $s$ and $\varepsilon$ be positive real numbers with $\varepsilon \in(0,1)$, $\mathbf{c}$ be a vector of $\mathbb{R}^{n}$ and $\Lambda$ be a full-rank lattice in $\mathbb{R}^{n}$. We assume that $s \geq \eta_{\varepsilon}(\Lambda)$. Then,

$$
\operatorname{RD}_{2}\left(\mathcal{D}_{\Lambda, s, c} \| \mathcal{D}_{\Lambda, s}\right) \leq\left(\frac{1+\varepsilon}{1-\varepsilon}\right)^{2} \cdot \exp \left(\frac{2 \pi\|\mathbf{c}\|^{2}}{s^{2}}\right)
$$

### 2.4 The module learning with errors problem

The module variant of LWE was first defined by Brakerski et al. BGV12 and thoroughly studied by Langlois and Stehlé LS15. It describes the following problem. Let $K$ be a number field of degree $n$ and $R$ its ring of integers with dual $R^{\vee}$. Further, let $d$ denote the rank and let $\psi$ be a distribution on $K_{\mathbb{R}}$
and $\mathbf{s} \in\left(R_{q}^{\vee}\right)^{d}$ be a vector. We let $A_{\mathbf{s}, \psi}^{\left(R^{d}\right)}$ denote the distribution on $\left(R_{q}\right)^{d} \times$ $\mathbb{T}_{R^{\vee}}$ obtained by choosing a vector $\mathbf{a} \leftarrow U\left(\left(R_{q}\right)^{d}\right)$, an element $e \leftarrow \psi$ and returning $\left(\mathbf{a}, \frac{1}{q}\langle\mathbf{a}, \mathbf{s}\rangle+e \bmod R^{\vee}\right)$.
Definition 7. Let $q, d$ be positive integers with $q \geq 2$. Let $\Psi$ be a family of distributions on $K_{\mathbb{R}}$. The search version $\mathrm{M}_{-\mathrm{SLWE}_{n, d, q, \Psi} \text { of the module learning with }}$ errors problem is as follows: Let $\mathbf{s} \in\left(R_{q}^{\vee}\right)^{d}$ be secret and $\psi \in \Psi$. Given arbitrarily many samples from $A_{\mathbf{s}, \psi}^{\left(R^{d}\right)}$, the goal is to find $\mathbf{s}$. Let $\Upsilon$ be a distribution on a family of distributions on $K_{\mathbb{R}}$. Its decision version $\mathrm{M}_{-\mathrm{LWE}}^{n, d, q, \Upsilon}$ is as follows: Choose $\mathbf{s} \leftarrow U\left(\left(R_{q}^{\vee}\right)^{d}\right)$ and $\psi \leftarrow \Upsilon$. The goal is to distinguish between arbitrarily many independent samples from $A_{\mathbf{s}, \psi}^{\left(R^{d}\right)}$ and the same number of independent samples from $U\left(\left(R_{q}\right)^{d} \times \mathbb{T}_{R^{\vee}}\right)$.
Fixed number of samples. When using the Rényi divergence as a tool to measure the distance of two given probability distributions, we need to fix the number of requested samples a priori. Let $m$ be the number of requested M-LWE samples $\left(\mathbf{a}_{i}, \frac{1}{q}\left\langle\mathbf{a}_{i}, \mathbf{s}\right\rangle+e_{i}\right)$ for $i \in[m]$, then we consider the matrix $\mathbf{A} \in R_{q}^{m \times d}$ whose rows are the $\mathbf{a}_{i}$ 's and we set $\mathbf{e}=\left(e_{1}, \ldots, e_{m}\right)^{T}$. We obtain the representation $\left(\mathbf{A}, \frac{1}{q} \mathbf{A} \cdot \mathbf{s}+\mathbf{e}\right)$, where $\mathbf{s} \in\left(R_{q}^{\vee}\right)^{d}$. We denote this problem by M-LWE ${ }_{n, d, q, r}^{m}$. Multiple secrets. Let $k, m$ be natural numbers, where $m$ denotes the number of requested samples of $A_{\mathbf{s}, \psi}^{\left(R^{d}\right)}$. In the multiple secrets version, the secret vector $\mathbf{s} \in$ $\left(R_{q}^{\vee}\right)^{d}$ is replaced by a secret matrix $\mathbf{S} \in\left(R_{q}^{\vee}\right)^{d \times k}$ and the error vector $\mathbf{e} \leftarrow \psi^{m}$ by an error matrix $\mathbf{E} \leftarrow \psi^{m \times k}$. There is a simple polynomial-time reduction from M-LWE using a secret vector to M-LWE using a secret matrix for any $k$ polynomially large in $d$ via a hybrid argument, as given for instance in Mic18, Lem. 2.9]. We denote the corresponding problem by $\mathrm{M}-L W E_{n, d, q, r}^{m, k}$.
Binary secret. Another possibility is to choose a small secret. We are interested in the case where the secret vector $\mathbf{s}$ is a binary vector, thus chosen from the set $\left(R_{2}^{\vee}\right)^{d}$. We denote the corresponding problem by bin-M-LWE $E_{n, d, q, r}$. Note that $R_{2}^{\vee}$ is defined with regard to the coefficient embedding $\tau$, see Section 2.1.
Discrete version. As pointed out by Lyubashevsky et al. LPR10, sometimes it can be more convenient to work with a discrete variant, where the second component $b$ of each sample ( $\mathbf{a}, b$ ) is taken from a finite set, and not from the continuous domain $\mathbb{T}_{R^{\vee}}$. Indeed, for the case of M-LWE, if the rounding function $\lfloor\cdot\rceil: K_{\mathbb{R}} \rightarrow$ $R^{\vee}$ is chosen in a suitable way, see Lyubashevsky et al. [LPR13, Sec. 2.6] for more details, then every sample $\left(\mathbf{a}, b=\frac{1}{q}\langle\mathbf{a}, \mathbf{s}\rangle+e\right) \in\left(R_{q}\right)^{d} \times \mathbb{T}_{R^{\vee}}$ of the distribution $A_{\mathbf{s}, \psi}^{\left(R^{d}\right)}$ can be transformed to $(\mathbf{a},\lfloor q \cdot b\rceil)=\left(\mathbf{a},\langle\mathbf{a}, \mathbf{s}\rangle+\lfloor q \cdot e\rceil \bmod q R^{\vee}\right) \in$ $\left(R_{q}\right)^{d} \times R_{q}^{\vee}$. For technical reasons, we use the latter representation in Section 3

## 3 Hardness of binary M-LWE

In the following, we show a reduction from M-LWE to its binary secret version, if the module rank $d$ is at least of size $\log _{2} q+\omega\left(\log _{2} n\right)$, where $q$ is the modulus and $n$ is the degree of the underlying number field.

Our proof follows the proof structure of Goldwasser et al. GKPV10, but achieves better parameters by using the Rényi divergence, while being as direct and short as the original proof. The improvement on the noise rate $\frac{\alpha}{\beta}$ compared to GKPV10] stems from the fact that the Rényi divergence only needs to be constant for the reduction to work and not necessarily negligibly close to 1 (compared to negligibly close to 0 for the statistical distance). However, using the Rényi divergence as a tool for distance measurement requires to move to the search variants of M-LWE and its binary version, respectively.

Within the proof of Theorem 1 we need to apply the leftover hash lemma over rings (Lemma 7), and thus need to require that the modulus $q$ is prime. Further, we need Lemma 10, which only holds for cyclotomic number fields $K=\mathbb{Q}(\zeta)$, where $\zeta$ is a primitive root of unity. As stated in Section 2.1. in this case it holds $R_{q}^{\vee}=\frac{1}{f^{\prime}(\zeta)} R_{q}$ for all $q \in \mathbb{Z}$. In order to ease notation, we set $\lambda=f^{\prime}(\zeta)$ and write $x=\frac{1}{\lambda} \cdot \tilde{x}$ for every $x \in R_{q}^{\vee}$, where $\tilde{x} \in R_{q}$.

In the following, we study the M-LWE problem in its discrete version, as introduced in Section 2.4. This is convenient as we replace in the course of the proof the public matrix $\mathbf{A} \in\left(R_{q}\right)^{m \times d}$ by the second part of some multiplesecret M-LWE sample. Thus, we need to ensure that the second part is also an element of $\left(R_{q}\right)^{m \times d}$. Hence, we represent $m$ samples by ( $\mathbf{A}, \mathbf{A} \cdot \mathbf{s}+\mathbf{e} \bmod$ $\left.q R^{\vee}\right) \in\left(R_{q}\right)^{m \times d} \times\left(R_{q}^{\vee}\right)^{m}$, with $\mathbf{s} \in\left(R_{2}^{\vee}\right)^{d}$ and $\mathbf{e} \leftarrow \psi$, where $\psi$ is a distribution on $R^{\vee}$. The theorem uses the discrete Gaussian distribution $\psi=\mathcal{D}_{R^{\vee}, \alpha q}$, for some positive real $\alpha$.

Theorem 1. Let $K$ be a cyclotomic number field of degree $n$ with $R$ its ring of integers. Let $\ell, d, m$ and $q$ be positive integers with $q$ prime and $m$ polynomial in $n$. Further, let $\alpha$ and $\beta$ be positive real numbers such that $\frac{\alpha}{\beta} \leq$ $\frac{1}{\sqrt{m} \cdot n^{2} d}$. Let $\varepsilon$ be a positive real number with $\varepsilon \in[0,1)$ such that $\beta q \geq \eta_{\varepsilon}\left(R^{\vee}\right)$. and $\varepsilon=O\left(\frac{1}{m}\right)$. Then, for any $d \geq \ell \cdot \log _{2} q+\omega\left(\log _{2} n\right)$, there is a probabilistic polynomial-time reduction from $\mathrm{M}-\mathrm{SLWE}_{n, \ell, q, \mathcal{D}_{R^{\vee}, \beta q}}^{m}$ and $\mathrm{M}-\mathrm{LWE}_{n, \ell, q, \mathcal{D}_{R^{\vee}, \alpha q}^{m, d}}$ to bin-M-SLWE ${ }_{n, d, q, \mathcal{D}_{R^{\vee}, \beta q}}$.

The degree $n$ of the number field $K$ and the number of samples $m$ are preserved. The reduction increases the rank of the module from $\ell$ to $\ell \cdot \log _{2} q+\omega\left(\log _{2} n\right)$ and the Gaussian width from $\alpha q$ to $\alpha q \cdot \sqrt{m} \cdot n^{2} d$. Further, M-LWE $n, \ell, q, \mathcal{D}_{R^{\vee}, \alpha q}^{m}$ trivially reduces to $\mathrm{M}-\mathrm{SLWE}_{n, \ell, q, \mathcal{D}_{R^{\vee}, \beta q}^{m}}$, as $\beta \geq \alpha$.

Proof. Fix any $n, \ell, d, m, q, \alpha, \beta$ and $\varepsilon$ as in the statement of the theorem. Given a bin-M-SLWE $n, d, q, \mathcal{D}_{R^{\vee}, \beta q}$ sample $(\mathbf{A}, \mathbf{A} \cdot \mathbf{s}+\mathbf{e}) \in\left(R_{q}\right)^{m \times d} \times\left(R_{q}^{\vee}\right)^{m}$, with $\mathbf{s} \in$ $\left(R_{2}^{\vee}\right)^{d}$ and $\mathbf{e} \leftarrow\left(\mathcal{D}_{R^{\vee}, \beta q}\right)^{m}$, the search problem asks to find $\mathbf{s}$ and $\mathbf{e}$. In order to prove the statement, we define different hybrid distributions:
$-H_{0}:(\mathbf{A}, \mathbf{A} \cdot \mathbf{s}+\mathbf{e})$, as in bin-M-SLWE ${ }_{n, d, q, \mathcal{D}_{R^{\vee}, \beta q}^{m},}$,
$-H_{1}:\left(\mathbf{A}^{\prime}=\lambda(\mathbf{B C}+\mathbf{Z}), \mathbf{A}^{\prime} \cdot \mathbf{s}+\mathbf{e}\right)$, where $\mathbf{B} \leftarrow U\left(\left(R_{q}\right)^{m \times \ell}\right), \mathbf{C} \leftarrow U\left(\left(R_{q}^{\vee}\right)^{\ell \times d}\right)$, and $\mathbf{Z} \leftarrow\left(\mathcal{D}_{R^{\vee},{ }_{\alpha q}}\right)^{m \times d}$ and $\mathbf{s}, \mathbf{e}$ as in $H_{0}$,
$-H_{2}:(\mathbf{B}, \mathbf{C}, \mathbf{Z}, \mathbf{B}(\lambda \mathbf{C s})+\mathbf{Z}(\lambda \mathbf{s})+\mathbf{e})$, where $\mathbf{B}, \mathbf{C}, \mathbf{Z}, \mathbf{s}, \mathbf{e}$ as in $H_{1}$,
$-H_{3}:\left(\mathbf{B}, \mathbf{C}, \mathbf{Z}, \mathbf{B}(\lambda \mathbf{C s})+\mathbf{e}^{\prime}\right)$, where $\mathbf{e}^{\prime} \leftarrow\left(\mathcal{D}_{R^{\vee}, \beta q}\right)^{m}$ and $\mathbf{B}, \mathbf{C}, \mathbf{Z}, \mathbf{s}$ as in $H_{2}$,
$-H_{4}:\left(\mathbf{B}, \mathbf{C}, \mathbf{Z}, \mathbf{B s}^{\prime}+\mathbf{e}^{\prime}\right)$, where $\mathbf{s}^{\prime} \leftarrow U\left(\left(R_{q}^{\vee}\right)^{\ell}\right)$ and $\mathbf{B}, \mathbf{C}, \mathbf{Z}, \mathbf{e}^{\prime}$ as in $H_{3}$.
For $i \in\{0, \ldots, 4\}$, we denote by $P_{i}$ the problem of finding the secret $\mathbf{s}$ (resp. $\mathbf{s}^{\prime}$ in $H_{4}$ ), given a sample of the distribution $H_{i}$. We say that problem $P_{i}$ is hard if for any probabilistic polynomial-time attacker $\mathcal{A}$ the advantage of solving $P_{i}$ is negligible, thus $\operatorname{Adv}_{P_{i}}\left[\mathcal{A}\left(H_{i}\right)=\mathbf{s}\right] \leq n^{-\omega(1)}$, where $n$ is the degree of $K$. The overall idea is to show that if $P_{4}$ is hard, then $P_{0}$ is hard as well.

Problem $P_{4}$ is hard: By the hardness assumption of M-SLWE $n_{n, \ell, q, \mathcal{D}_{R \vee}{ }^{\vee},{ }_{\beta q}}^{m}$, it yields

$$
\operatorname{Adv}_{P_{4}}\left[\mathcal{A}\left(H_{4}\right)=\mathbf{s}^{\prime}\right] \leq n^{-\omega(1)}
$$

From $P_{4}$ to $P_{3}$ : By the probability preservation property of the statistical distance (Lemma 3), we have

$$
\operatorname{Adv}_{P_{3}}\left[\mathcal{A}\left(H_{3}\right)=\mathbf{s}\right] \leq \operatorname{Adv}_{P_{4}}\left[\mathcal{A}\left(H_{4}\right)=\mathbf{s}^{\prime}\right]+\Delta\left(H_{3}, H_{4}\right)
$$

The only difference between the distributions $H_{3}$ and $H_{4}$ is that the element $\lambda \mathbf{C s}$ in $H_{3}$ is replaced by $\mathbf{s}^{\prime}$ in $H_{4}$. Our aim is to show that $\lambda \mathbf{C s}$ is statistically close to the uniform distribution on $\left(R_{q}^{\vee}\right)^{\ell}$. We set $\tilde{\mathbf{C}}=\lambda \mathbf{C} \in\left(R_{q}\right)^{\ell \times d}$ and $\mathbf{s}=\frac{1}{\lambda} \tilde{\mathbf{s}}$, where $\tilde{\mathbf{s}} \in\left(R_{2}\right)^{d}$. By the leftover hash lemma (Lemma 7) it yields that the distribution $(\tilde{\mathbf{C}}, \tilde{\mathbf{C}} \tilde{\mathbf{s}})$ is statistically close to the distribution $\left(\tilde{\mathbf{C}}, \tilde{\mathbf{s}}^{\prime}\right)$, where $\tilde{\mathbf{s}}^{\prime} \leftarrow$ $U\left(\left(R_{q}\right)^{\ell}\right)$, as $d \geq \ell \log _{2} q+\omega\left(\log _{2} n\right)$. Dividing the first and the second part of both distributions by $\lambda$ preserves the statistical distance and yields that the distribution $(\mathbf{C}, \lambda \mathbf{C s})$ is statistically close to the distribution $\left(\mathbf{C}, \mathbf{s}^{\prime}\right)$, where $\mathbf{s}^{\prime} \leftarrow$ $U\left(\left(R_{q}^{\vee}\right)^{\ell}\right)$. Overall, it yields $\Delta\left(H_{3}, H_{4}\right) \leq \frac{1}{2} \sqrt{\left(1+q^{\ell} / 2^{d}\right)^{n}-1}$. As we require $d \geq$ $\ell \log _{2} q+\omega\left(\log _{2} n\right)$, we obtain $\Delta\left(H_{3}, H_{4}\right) \leq n^{-\omega(1)}$.
From $P_{3}$ to $P_{2}$ : By the probability preservation property of the Rényi divergence (Lemma 8), we have

$$
\operatorname{Adv}_{P_{2}}\left[\mathcal{A}\left(H_{2}\right)=\mathbf{s}\right]^{2} \leq \operatorname{Adv}_{P_{3}}\left[\mathcal{A}\left(H_{3}\right)=\mathbf{s}\right] \cdot \mathrm{RD}\left(H_{2} \| H_{3}\right)
$$

In order to compute the Rényi divergence of $H_{2}$ and $H_{3}$, we need to compute the Rényi divergence of $\mathbf{Z}(\lambda \mathbf{s})+\mathbf{e}$ and $\mathbf{e}^{\prime}$. We claim that each of the $m$ coefficients of $\mathbf{Z}(\lambda \mathbf{s})$ is bounded above by $\alpha q d n^{2}$ with probability $1-2^{-\Omega(n)}$, and provide a detailed proof below in Lemma 10. Thus, it suffices to compute the Rényi divergence of $\left(D_{R^{\vee}, \beta q, c}\right)^{m}$ and $\left(D_{R^{\vee}, \beta q}\right)^{m}$, where $c \in R^{\vee}$ with norm bounded above by $\alpha q d n^{2}$. Using that $\beta q \geq \eta_{\varepsilon}\left(R^{\vee}\right)$, the multiplicativity of the Rényi divergence (Lemma 8) and the result of Lemma 9 about the Rényi divergence of shifted discrete Gaussians, we deduce

$$
\begin{aligned}
\mathrm{RD}_{2}\left(\left(D_{R^{\vee}, \beta q, c}\right)^{m} \|\left(D_{R^{\vee}, \beta q}\right)^{m}\right) & =\operatorname{RD}_{2}\left(D_{R^{\vee}, \beta q, c} \| D_{R^{\vee}, \beta q}\right)^{m} \\
& \leq\left(\frac{1+\varepsilon}{1-\varepsilon}\right)^{2 m} \cdot \exp \left(\frac{2 \pi\|c\|^{2}}{(\beta q)^{2}}\right)^{m} \\
& \approx\left(\frac{1+\varepsilon}{1-\varepsilon}\right)^{2 m} \cdot\left(1+\frac{2 \pi\|c\|^{2}}{(\beta q)^{2}}\right)^{m}
\end{aligned}
$$

The last approximation comes from considering the function $f(x)=\exp (x)$, developing its first-order Taylor expansion at the point 0 , i.e. $f(x) \approx 1+x$, and evaluating the function $f$ at the small point $\frac{2 \pi\|c\|^{2}}{(\beta q)^{2}}$. By setting $\frac{2 \pi\|c\|^{2}}{(\beta q)^{2}} \leq \frac{2 \pi}{m}$, which leads to $\frac{\alpha}{\beta} \leq \frac{1}{\sqrt{m} \cdot n^{2} d}$, we get $\exp \left(\frac{2 \pi\|c\|^{2}}{(\beta q)^{2}}\right)^{m} \approx e^{2 \pi}$.

For the Rényi divergence to be bounded by a constant, we also need $\varepsilon=$ $O\left(\frac{1}{m}\right)$. Indeed, we have $\left(\frac{1+\varepsilon}{1-\varepsilon}\right)^{2}=\left(1+\frac{4 \varepsilon / 1-\varepsilon}{2}\right)^{2}<\exp \left(\frac{4 \varepsilon}{1-\varepsilon}\right)$ as $\left(1+\frac{x}{y}\right)^{y}<$ $\exp (x)$ for any $x, y>0$. Without loss of generality, assume $\varepsilon<\frac{1}{2}$, then $\frac{1}{1-\varepsilon}<2$ and thus, we get $\left(\frac{1+\varepsilon}{1-\varepsilon}\right)^{2 m}<\exp (8 m \varepsilon)$ and therefore $\varepsilon=O\left(\frac{1}{m}\right)$ suffices.
From $P_{2}$ to $P_{1}$ : Since more information is given in distribution $H_{2}$ than in distribution $H_{1}$, the problem $P_{1}$ is harder than $P_{2}$ and hence

$$
\operatorname{Adv}_{P_{1}}\left[\mathcal{A}\left(H_{1}\right)=\mathbf{s}\right] \leq \operatorname{Adv}_{P_{2}}\left[\mathcal{A}\left(H_{2}\right)=\mathbf{s}\right]
$$

 butions $H_{0}$ and $H_{1}$ are computationally indistinguishable. More concretely,

$$
\begin{aligned}
\operatorname{Adv}_{P_{0}}\left[\mathcal{A}\left(H_{0}\right)=\mathbf{s}\right] & \leq \operatorname{Adv}_{P_{1}}\left[\mathcal{A}\left(H_{1}\right)=\mathbf{s}\right]+d \cdot \operatorname{Adv}_{\mathrm{M}-\mathrm{LWE}} \\
& \leq \operatorname{Adv}_{P_{1}}\left[\mathcal{A}\left(H_{1}\right)=\mathbf{s}\right]+d \cdot n^{-\omega(1)}
\end{aligned}
$$

where $d$ is the number of secret vectors, represented as the columns of the matrix C. Putting all equations from above together, we obtain

$$
\begin{aligned}
\operatorname{Adv}_{P_{0}}\left[\mathcal{A}\left(H_{0}\right)=\mathbf{s}\right] & \leq \operatorname{Adv}_{P_{1}}\left[\mathcal{A}\left(H_{1}\right)=\mathbf{s}\right]+d \cdot \operatorname{Adv}_{\mathrm{M}-\mathrm{LWE}} \\
& \leq \operatorname{Adv}_{P_{2}}\left[\mathcal{A}\left(H_{2}\right)=\mathbf{s}\right]+d \cdot \operatorname{Adv}_{\mathrm{M}-\mathrm{LWE}} \\
& \leq \sqrt{\operatorname{Adv}_{P_{3}}\left[\mathcal{A}\left(H_{3}\right)=\mathbf{s}\right] \cdot \mathrm{RD}_{2}\left(H_{2} \| H_{3}\right)}+d \cdot \operatorname{Adv}_{\mathrm{M}-\mathrm{LWE}} \\
& \leq \sqrt{\left(\operatorname{Adv}_{P_{4}}\left[\mathcal{A}\left(H_{4}\right)=\mathbf{s}^{\prime}\right]+\Delta\left(H_{3}, H_{4}\right)\right) \cdot \operatorname{RD}_{2}\left(H_{2} \| H_{3}\right)} \\
& +d \cdot \operatorname{Adv}_{\mathrm{M}-\mathrm{LWE}} \\
& \leq n^{-\omega(1)}
\end{aligned}
$$

To complete the proof above, we now show the following bound on the norm of the product of some discrete Gaussian matrix (in the canonical embedding) and a binary vector in the dual ring (in the coefficient embedding).

Lemma 10. Let $K$ be a cyclotomic number field with $R$ its ring of integers of degree $n$. Let $\mathbf{Z} \leftarrow\left(\mathcal{D}_{R^{\vee}, \alpha q}\right)^{m \times d}$ and $\mathbf{s} \leftarrow U\left(\left(R_{2}^{\vee}\right)^{d}\right)$, where $R_{2}^{\vee}=\lambda R_{2}$ as in the statement of Theorem 1 above. We set $\tilde{\mathbf{s}}=\lambda \mathbf{s}$. Then, with overwhelming probability $\|\mathbf{Z} \tilde{\mathbf{s}}\|_{2} \leq \alpha q n^{2} d \sqrt{m}$. In particular, the Euclidean norm of each coefficient $(\mathbf{Z} \tilde{\mathbf{s}})_{i}$ for $i \in[m]$ is bounded above by $\alpha q n^{2} d$.

Proof. We want to bound the norm $\|\mathbf{Z} \tilde{\mathbf{s}}\|_{2}=\left\|\sigma_{H}(\mathbf{Z} \tilde{\mathbf{s}})\right\|_{2}$, where the latter norm is taken in $\mathbb{R}^{n m}$. Since $\sigma$ and $\sigma_{H}$ only differ by a unitary transformation, we can
consider $\sigma$ instead of $\sigma_{H}$. For all $i \in[m]$ it yields

$$
\sigma\left((\mathbf{Z} \tilde{\mathbf{s}})_{i}\right)=\sigma\left(\sum_{j \in[d]} z_{i j} \cdot \tilde{s}_{j}\right)=\sum_{j \in[d]} \operatorname{diag}\left(\sigma\left(z_{i j}\right)\right) \cdot \sigma\left(\tilde{s}_{j}\right) .
$$

Let $\theta$ denote the ring homomorphism from $K^{m \times d} \rightarrow \mathbb{C}^{n m \times n d}$, where

$$
\theta(\mathbf{Z})=\left[\begin{array}{ccc}
\mathbf{Z}_{11} & -\mathbf{Z}_{1 d} \\
\mid & \rangle & \mid \\
\mathbf{Z}_{m 1}-\mathbf{Z}_{m d}
\end{array}\right], \text { with } \mathbf{Z}_{i j}=\operatorname{diag}\left(\sigma\left(z_{i j}\right)\right) \in \mathbb{C}^{n \times n}
$$

Then, $\sigma(\mathbf{Z} \tilde{\mathbf{s}})=\theta(\mathbf{Z}) \sigma(\tilde{\mathbf{s}})$ and thus $\|\sigma(\mathbf{Z} \tilde{\mathbf{s}})\|_{2} \leq\|\theta(\mathbf{Z})\|_{2} \cdot\|\sigma(\tilde{\mathbf{s}})\|_{2}$. Using the Vandermonde matrix $\mathbf{V}$ to switch from the coefficient embedding $\tau$ to the canonical embedding $\sigma$, we can bound $\|\sigma(\tilde{\mathbf{s}})\|_{2} \leq\|\mathbf{V}\|_{2} \cdot\|\tau(\tilde{\mathbf{s}})\|_{2} \leq n \cdot \sqrt{n d}$, where we use that for cyclotomic number fields it yields $\|\mathbf{V}\|_{2} \leq\|\mathbf{V}\|_{F}=$ $\left(\sum_{i, j \in[n]}\left|\alpha_{i}^{j-1}\right|^{2}\right)^{1 / 2} \leq n$ (as $\alpha$ is a unit) and that $\tau(\tilde{\mathbf{s}})$ is a binary vector of dimension $n d$. Further, for each $i \in[m]$ and $j \in[d]$ it holds $\left\|\sigma\left(z_{i j}\right)\right\|_{2} \leq \alpha q \sqrt{n}$ with probability $1-2^{-\Omega(n)}$. Hence,

$$
\begin{aligned}
\|\theta(\mathbf{Z})\|_{2} & \leq\|\theta(\mathbf{Z})\|_{F}=\sqrt{\sum_{i \in[m]} \sum_{j \in[d]} \sum_{k \in[n]}\left|\sigma_{k}\left(z_{i j}\right)\right|^{2}} \\
& =\sqrt{\sum_{i \in[m]} \sum_{j \in[d]}\left\|\sigma\left(z_{i j}\right)\right\|_{2}^{2}} \leq \alpha q \sqrt{n d} \sqrt{m} .
\end{aligned}
$$

Combining both bounds proves the claim.

## 4 Classical Hardness for Linear Rank Modules

In the following, we use the result from Section 3 to prove a classical reduction from Mod-GapSVP to M-LWE for any polynomial-sized modulus $\hat{p}$ and module rank $d$ at least $2 n+\omega\left(\log _{2} n\right)$, for the case of power-of-two cyclotomics.

Theorem 2. Let $\nu$ be a power of 2, defining the $\nu$-th cyclotomic number field with $R$ its ring of integers of degree $n=\nu / 2$. Let $d, \hat{p}, m$ be positive integers and $\hat{\beta}$ and $\gamma$ be positive reals. Fix $\varepsilon \in\left(0, \frac{1}{2}\right)$ such that $\hat{\beta} \geq \sqrt{2} \cdot 2^{-n} \cdot \eta_{\varepsilon}\left(R^{\vee}\right)$ and $\varepsilon=O\left(\frac{1}{m}\right)$. There is a classical probabilistic polynomial-time reduction from Mod-GapSVP $\gamma_{\gamma}$ to $\mathrm{M}_{-L W E}^{n, d, \hat{p}, \Upsilon_{\hat{\beta}}}$, where $d \geq 2 n+\omega\left(\log _{2} n\right)$ and

$$
\hat{\beta}=\tilde{\Theta}\left(\frac{\sqrt{m} \cdot n^{\frac{21}{4}}}{\gamma}\right)
$$

We quickly recall the proof structure for Theorem 2 as pictured in Figure 1 in the introduction:

1. A reduction from Mod-GapSVP to M-LWE with an exponential-sized modulus $q$ in Theorem 4, Section 4.2,
2. A reduction from M-LWE and M-SLWE to bin-M-SLWE in Theorem 1, Section 3, still with an exponential-sized modulus $q$,
3. A modulus reduction from bin-M-SLWE with exponential-sized modulus $q$ to bin-M-SLWE with polynomial-sized modulus $p$ in Corollary 1, Section 4.1 (Corollary 2 for the power-of-two cyclotomic case),
4. A trivial reduction from bin-M-SLWE to M-SLWE,
5. A reduction from M-SLWE to M-LWE with polynomial-sized prime modulus $p$, satisfying $p=1 \bmod \nu$, using [LS15, Sec. 4.3],
6. A reduction from M-LWE with prime modulus $p$ satisfying $p=1 \bmod \nu$ to M-LWE with arbitrary polynomially large modulus $\hat{p}$.

We first provide a modulus reduction in Section 4.1. using the results of Albrecht and Deo AD17. Finally, we adapt in Section 4.2 the classical reduction from Peikert Pei09] to the module setting. In Section 4.3, we explain how to switch between different error distributions.

### 4.1 Modulus switching

In order to prove the classical hardness of M-LWE, we provide a modulus reduction, where the rank of the underlying module is preserved. This corresponds to the modulus reduction for LWE shown by Brakerski et al. $\mathrm{BLP}^{+} 13$, Cor. 3.2]. Note that Langlois and Stehlé LS15 proved a modulus switching result from $\mathrm{M}-\mathrm{LWE} E_{n, d, q, r_{\beta}}$ to $\mathrm{M}-\mathrm{LWE}_{n, d, p, r_{\beta^{\prime}}}$, but the error increases at least by a multiplicative factor $\frac{q}{p}$, which is exponential if $q$ is exponential-sized and $p$ only polynomial-sized.

Prior to this paper, Albrecht and Deo AD17] adapted the more general result from $\left[\mathrm{BLP}^{+} 13, ~ T h m . ~ 3.1\right], ~ f r o m ~ w h i c h ~ C o r o l l a r y ~ 3.2 ~ i s ~ d e d u c e d . ~ T h u s, ~ w e ~ f i r s t ~$ recall their general result AD17, Thm. 1] and then derive the corollary we need from it. Let $K$ be a number field and let $R$ be its ring of integers.

Theorem 3 (Thm. 1 AD17]). Let $d, d^{\prime}, q, p$ be positive integers, $\varepsilon \in\left(0, \frac{1}{2}\right)$ and $\mathbf{G} \in R^{d^{\prime} \times d}$. Fix a vector $\mathbf{s}=\left(s_{1}, \ldots, s_{d}\right)^{T} \in\left(R_{q}^{\vee}\right)^{d}$. Further, let $\Lambda$ be the lattice given by $\Lambda=\frac{1}{p} \mathbf{G}_{H}^{T} R^{d^{\prime}}+R^{d}$ with known basis $\mathbf{B}_{\Lambda}$ in the canonical embedding, let $\mathbf{B}_{R}$ be some known basis of $R$ in $H$ and let $\mathbf{B}_{s_{j} R}$ be a known basis of $s_{j} R$ in the canonical embedding for $j \in[d]$. Let further be $r$ a real number such that

$$
r \geq \max \left\{\begin{array}{l}
\left\|\tilde{\mathbf{B}}_{\Lambda}\right\| \cdot \sqrt{2 \ln (2 n d(1+1 / \varepsilon)) / \pi} \\
\frac{1}{q}\left\|\tilde{\mathbf{B}}_{R}\right\| \cdot \sqrt{2 \ln (2 n d(1+1 / \varepsilon)) / \pi} \\
\frac{1}{q} \max _{j \in[d]}\left(\left\|\tilde{\mathbf{B}}_{s_{j} R}\right\| \cdot \frac{1}{\min _{i \in[n]}\left|\sigma_{i}\left(s_{j}\right)\right|}\right) \sqrt{2 \ln (2 n(1+1 / \varepsilon)) / \pi}
\end{array}\right.
$$

There exists an efficient mapping $\mathcal{F}:\left(R_{q}\right)^{d} \times \mathbb{T}_{R^{\vee}} \rightarrow\left(R_{p}\right)^{d^{\prime}} \times \mathbb{T}_{R^{\vee}}$ such that:

1. The output distribution $\mathcal{F}\left(U\left(\left(R_{q}\right)^{d} \times \mathbb{T}_{R^{\vee}}\right)\right)$ given uniform input is within statistical distance $4 \varepsilon$ of the uniform distribution on $\left(R_{p}\right)^{d^{\prime}} \times \mathbb{T}_{R^{\vee}}$.
2. Set $B=\max _{i \in[n], j \in[d]}\left|\sigma_{i}\left(s_{j}\right)\right|$. The output distribution $\mathcal{F}\left(A_{q, s, D_{\beta}}^{\left(R^{d}\right)}\right)$ is within statistical distance $(4 d+6) \varepsilon$ of $A_{p, \mathbf{G} s, D_{\beta^{\prime}}}^{\left(R^{d^{\prime}}\right)}$, where

$$
\left(\beta_{i}^{\prime}\right)^{2}=\beta^{2}+r^{2}\left(\gamma^{2}+\sum_{j \in[d]}\left|\sigma_{i}\left(s_{j}\right)\right|^{2}\right),
$$

for $i \in[n]$ and $\gamma$ satisfying $\gamma^{2} \geq B^{2} d$.
4.1.1 General case. Whereas Albrecht and Deo AD17 proved a rank-modulus trade-off, defining a map from M-LWE in module rank $d$ to $d / k$ and from modulus $q$ to $q^{k}$ for any divisor $k$ of $d$, we are interested in another particular instance of Theorem 3 where the rank of the module is preserved. The following corollary specializes the general result to the case of $\mathbf{G}=\mathbf{I}_{d} \in R^{d \times d}$ and its proof is essentially the same as in AD17. Overall, we obtain a modulus reduction, where the rank $d$ is preserved.

Corollary 1. Let $d, q, p$ be positive integers with $q \geq p, \varepsilon$ and $\beta$ be real numbers with $\varepsilon \in\left(0, \frac{1}{2}\right)$ and $\beta>0$ and $\mathbf{G}=\mathbf{I}_{d} \in R^{d \times d}$. Let $\chi$ be a distribution on $R_{q}^{\vee}$ satisfying

$$
\operatorname{Pr}_{s \leftarrow \chi}\left[\max _{i \in[n]}\left|\sigma_{i}(s)\right|>B\right] \leq \delta \text { and } \operatorname{Pr}_{s \leftarrow \chi}\left[\max _{i, j \in[n]} \frac{\left|\sigma_{i}(s)\right|}{\left|\sigma_{j}(s)\right|}>B^{\prime}\right] \leq \delta^{\prime}
$$

for some non-negative real numbers $B, B^{\prime}, \delta, \delta^{\prime} . B y \chi^{d}$ we denote the distribution on $\left(R_{q}^{\vee}\right)^{d}$, where every coefficient is sampled from $\chi$ independently. Let further be $r$ a real number such that

$$
r \geq \max \left\{\begin{array}{l}
\frac{1}{p}\left\|\tilde{\mathbf{B}}_{R}\right\| \cdot \sqrt{2 \ln (2 n d(1+1 / \varepsilon)) / \pi} \\
\frac{1}{q} B^{\prime}\left\|\tilde{\mathbf{B}}_{R}\right\| \cdot \sqrt{2 \ln (2 n(1+1 / \varepsilon)) / \pi}
\end{array}\right.
$$

Then, there is a polynomial-time reduction from $\mathrm{M}_{-2 L W E}^{n, d, q, D_{\beta}}\left(^{d}\right)$ to the problem $\mathrm{M}-\mathrm{SLWE}_{n, d, p, D_{\beta^{\prime}}}^{m}\left(\chi^{d}\right)$ for $\left(\beta^{\prime}\right)^{2} \geq \beta^{2}+2 r^{2} B^{2}$ d. This reduction reduces the advantage by at most $1-\left(1-\delta-\delta^{\prime}\right)^{d}+(4 d+6) \varepsilon m$.
Proof. We use the transformation from Theorem 3 by taking $\gamma^{2}=B^{2} d$ and replacing $\sum_{j \in[d]}\left|\sigma_{i}\left(s_{j}\right)\right|$ for every $i \in[n]$ by $B$. For all $j \in[d]$ it holds $\left\|\tilde{\mathbf{B}}_{s_{j} R}\right\| \leq$ $\max _{i \in[n]}\left|\sigma_{i}\left(s_{j}\right)\right| \cdot\left\|\tilde{\mathbf{B}}_{R}\right\|$. Thus, we can replace the maximum in the third condition on $r$ of Theorem 3 by $B^{\prime}\left\|\tilde{\mathbf{B}}_{R}\right\|$. We can write $\mathbf{G}$ in the coefficient embedding as $\hat{\mathbf{G}}=\mathbf{I}_{d} \otimes \mathbf{I}_{n}=\mathbf{I}_{d n}$, defining the corresponding lattice $\hat{\Lambda}=\frac{1}{p} \hat{\mathbf{G}}^{T} \mathbb{Z}^{d n}+\mathbb{Z}^{d n}$ with basis $\mathbf{B}_{\hat{\Lambda}}=\frac{1}{p} \mathbf{I}_{d n}$. To move from the coefficient embedding to the canonical embedding, we can simply multiply the basis by the matrix $\mathbf{B}_{R^{d}}=\mathbf{I}_{d} \otimes \mathbf{B}_{R}$. The basis for $\Lambda=\frac{1}{p} \mathbf{G}_{H}^{T} R^{d}+R^{d}$ given in the canonical embedding is thus given by

$$
\mathbf{B}_{\Lambda}=\left(\frac{1}{p} \mathbf{I}_{d} \otimes \mathbf{I}_{n}\right) \cdot\left(\mathbf{I}_{d} \otimes \mathbf{B}_{R}\right)=\frac{1}{p} \mathbf{I}_{d} \otimes \mathbf{B}_{R}
$$

using the mixed product property of the Kronecker product. Orthogonalizing from left to right gives $\left\|\tilde{\mathbf{B}}_{A}\right\|=\frac{1}{p}\left\|\tilde{\mathbf{B}}_{R}\right\|$. As $q \geq p$, we have $\frac{1}{q}\left\|\tilde{\mathbf{B}}_{R}\right\| \leq \frac{1}{p}\left\|\tilde{\mathbf{B}}_{R}\right\|=$ $\left\|\tilde{\mathbf{B}}_{\Lambda}\right\|$ and we can thus merge the first and second condition on $r$ of Theorem 3 . The loss in advantage is the result of a simple probability calculus. Let $E$ be the event that $\max _{i \in[n]}\left|\sigma_{i}(s)\right| \leq B$, which happens with probability greater than $1-\delta$, and $F$ be the event that $\max _{i, j \in[n]} \frac{\left|\sigma_{i}(s)\right|}{\left|\sigma_{j}(s)\right|} \leq B^{\prime}$, which happens with probability greater than $1-\delta^{\prime}$ for any $s \leftarrow \chi$. It yields $\operatorname{Pr}(E \cap F)=$ $\operatorname{Pr}(E)+\operatorname{Pr}(F)-\operatorname{Pr}(E \cup F) \geq \operatorname{Pr}(E)+\operatorname{Pr}(F)-1 \geq 1-\delta-\delta^{\prime}$. As the secret vector $\mathbf{s}=\left(s_{1}, \ldots, s_{d}\right)^{T} \in\left(R_{q}^{\vee}\right)^{d}$ is chosen by drawing $d$ times independently from $\chi$, we have to add the advantage loss of $1-\left(1-\delta-\delta^{\prime}\right)^{d}$ to the one coming from Theorem 3.
4.1.2 Power-of-two cyclotomic rings. The quality of Corollary 1 depends on the factor $\Delta=2 r^{2} B^{2} d$, that we have to add to the error $\beta^{2}$. This factor is determined by the rank $d$, the first bound $B$ on the secret distribution $\chi$ and the number $r$, which itself is quantified by the second bound $B^{\prime}$ on the secret distribution $\chi$, the field degree $n$, the starting modulus $q$, the reduced modulus $p$ and the norm $\left\|\tilde{\mathbf{B}}_{R}\right\|$. In the following, we give a concrete calculation example for those parameters in the case of power-of-two cyclotomic rings and where $\chi^{d}$ is the uniform distribution on $\left(R_{2}^{\vee}\right)^{d}$, denoted by $U\left(\left(R_{2}^{\vee}\right)^{d}\right)$. Let $\nu$ be a power of two, defining the ring of integers of the $\nu$-th cyclotomic field, given by $R=\mathbb{Z}[\zeta] \cong \mathbb{Z}[x] /\langle f\rangle$, where $f(x)=x^{n}+1$ and $n=\nu / 2$.

Corollary 2. Let $R$ be the ring of integers of degree $n$, where $n$ is a power of 2 . Let $d, q, p$ be positive integers with $q \geq p, \varepsilon$ and $\beta$ be real numbers with $\varepsilon \in\left(0, \frac{1}{2}\right)$ and $\beta>0$ and $\mathbf{G}=\mathbf{I}_{d} \in R^{d \times d}$. Let further be $r$ a real number such that

$$
r \geq \max \left\{\begin{array}{l}
\frac{1}{p} \sqrt{n} \cdot \sqrt{2 \ln (2 n d(1+1 / \varepsilon)) / \pi} \\
\frac{1}{q} \cdot n^{5 / 2} \cdot 2^{(n-2) / 2} \cdot \sqrt{2 \ln (2 n(1+1 / \varepsilon)) / \pi}
\end{array}\right.
$$

For $\left(\beta^{\prime}\right)^{2} \geq \beta^{2}+2 d r^{2}$, there is a probabilistic polynomial-time reduction from the problem M-SLWE $n_{n, d, q, D_{\beta}}^{m}\left(U\left(\left(R_{2}^{\vee}\right)^{d}\right)\right)$ to $\mathrm{M}_{-2 L W E}^{m, d, p, D_{\beta^{\prime}}}\left(U\left(\left(R_{2}^{\vee}\right)^{d}\right)\right)$. This reduction reduces the advantage by at most $1-\left(1-\frac{1}{2^{n}}\right)^{d}+(4 d+6) \varepsilon m$.
In order to guarantee a negligible loss in advantage, we require $n$ and $d$ to be polynomial in the security parameter and $\varepsilon$ negligibly small. If $q$ is exponentially large, as it is the case in the classical hardness result of Section 4.2, say $q \geq 2^{n}$, then we know that $r$ is polynomial in $n$.

Proof. Let $R$ be the ring of integers of degree $n$, where $n$ is a power of 2 . Its dual $R^{\vee}=\frac{1}{n} R$ is just a scaling of the ring $R$ itself. Further, the map that takes the vector of an element in $R$ defined by its canonical embedding to the vector corresponding to the coefficient embedding is a scaled isometry with scaling factor $\frac{1}{\sqrt{n}}$. A basis $\mathbf{B}_{R}$ for $R$ in $H$ is given by $\sqrt{n} \cdot \mathbf{U}$, where $\mathbf{U}$ is unitary.

For any element $s \in R$, let $\mathbf{S}_{H}$ be the matrix of multiplication by $s$ in the canonical embedding written in the basis $\left\{\mathbf{h}_{i}\right\}_{i \in[n]}$ of $H$. Let $\operatorname{Rot}(s)$ be the matrix
of multiplication by $s$ in the coefficient embedding. As mentioned above, going from the coefficient embedding to the canonical embedding is a scaled isometry of scaling factor $\sqrt{n}$. Thus,

$$
\mathbf{S}_{H}=\left(\mathbf{B}_{R}\right)^{-1} \cdot \operatorname{Rot}(s) \cdot \mathbf{B}_{R}=\frac{1}{\sqrt{n}} \cdot \mathbf{U}^{\dagger} \cdot \operatorname{Rot}(s) \cdot \sqrt{n} \cdot \mathbf{U}=\mathbf{U}^{\dagger} \cdot \operatorname{Rot}(s) \cdot \mathbf{U}
$$

where $\mathbf{U}$ is unitary. As explained in the preliminaries, the singular values of $\mathbf{S}_{H}$ are given by $\left|\sigma_{i}(s)\right|$ for $i \in[n]$. It yields

$$
\begin{aligned}
\left(\mathbf{S}_{H}\right)^{\dagger} \mathbf{S}_{H} & =\left(\mathbf{U}^{\dagger} \cdot \operatorname{Rot}(s) \cdot \mathbf{U}\right)^{\dagger}\left(\mathbf{U}^{\dagger} \cdot \operatorname{Rot}(s) \cdot \mathbf{U}\right) \\
& =\mathbf{U}^{-1} \cdot \operatorname{Rot}(s)^{T} \cdot \operatorname{Rot}(s) \cdot \mathbf{U}
\end{aligned}
$$

As a conclusion, the singular values of $\operatorname{Rot}(s)$ are exactly the values given by $\left|\sigma_{i}(s)\right|$ for $i \in[n]$. The smallest (resp. largest) singular value of $\operatorname{Rot}(s)$ thus determines the minimum (resp. maximum) of the set $\left\{\left|\sigma_{i}(s)\right|\right\}_{i \in[n]}$.

We use this observation to compute the bounds $B$ and $B^{\prime}$ of Corollary 1 for the case where $\chi$ equals $U\left(\left(R_{2}^{\vee}\right)^{d}\right)$. Note that we provide new bounds, as the ones calculated by Albrecht and Deo AD17 hold for a Gaussian, and not a binary secret distribution.

Using the identity $R_{2}^{\vee}=\frac{1}{n} R_{2}$, we know that $\operatorname{Rot}(s)=\frac{1}{n} \operatorname{Rot}(\tilde{s})$, where $\tilde{s} \in R_{2}$ and $\operatorname{Rot}(\tilde{s})$ only has entries from the set $\{0,1\}$. Let $\operatorname{Rot}(\tilde{s})=\mathbf{U} \cdot \boldsymbol{\Sigma} \cdot \mathbf{V}^{\dagger}$ be the singular value decomposition of $\operatorname{Rot}(\tilde{s})$, where $\mathbf{U}$ and $\mathbf{V}$ are unitary matrices over $\mathbb{R}$ and $\boldsymbol{\Sigma}$ is a diagonal matrix with the singular values of $\operatorname{Rot}(\tilde{s})$ on its diagonal. The singular value decomposition of $\operatorname{Rot}(s)$ is thus given by $\operatorname{Rot}(s)=$ $\mathbf{U} \cdot \frac{1}{n} \boldsymbol{\Sigma} \cdot \mathbf{V}^{\dagger}$ and we can deduce that the singular values of $\operatorname{Rot}(s)$ are just the singular values of $\operatorname{Rot}(\tilde{s})$, shrank by a factor of $\frac{1}{n}$.

The largest singular value $\mathfrak{s}_{1}(\operatorname{Rot}(\tilde{s}))$ of $\operatorname{Rot}(\tilde{s})$ is bounded above by its Frobenius norm $\|\operatorname{Rot}(\tilde{s})\|_{F}$ and hence

$$
\mathfrak{s}_{1}(\operatorname{Rot}(\tilde{s})) \leq\|\operatorname{Rot}(\tilde{s})\|_{F}=\left(\sum_{i, j \in[n]}\left|\operatorname{Rot}(\tilde{s})_{i j}\right|^{2}\right)^{1 / 2} \leq n
$$

It follows $\mathfrak{s}_{1}(\operatorname{Rot}(s)) \leq 1$.
The smallest singular value $\mathfrak{s}_{n}(\operatorname{Rot}(\tilde{s}))$ of $\operatorname{Rot}(\tilde{s})$ is bounded below by the following formula given in PP02:

$$
\mathfrak{s}_{n}(\operatorname{Rot}(\tilde{s})) \geq \frac{|\operatorname{det}(\operatorname{Rot}(\tilde{s}))|}{2^{(n-2) / 2}\|\operatorname{Rot}(\tilde{s})\|_{F}} \geq \frac{|\operatorname{det}(\operatorname{Rot}(\tilde{s}))|}{2^{(n-2) / 2} \cdot n} \geq \frac{1}{2^{(n-2) / 2} \cdot n}
$$

The last equation stems from the fact that every entry of $\operatorname{Rot}(\tilde{s})$ is an integer and $\operatorname{Rot}(\tilde{s})$ is invertible (in $K$ ) for every nonzero $\tilde{s}$, thus $|\operatorname{det}(\operatorname{Rot}(\tilde{s}))| \geq 1$ for every $\tilde{s} \neq 0$. It follows $\mathfrak{s}_{n}(\operatorname{Rot}(s)) \geq \frac{1}{2^{(n-2) / 2} \cdot n^{2}}$. We can thus set $B=1$ with $\delta=0$ and $B^{\prime}=n^{2} \cdot 2^{(n-2) / 2}$ with $\delta^{\prime}=\frac{1}{2^{n}}$ as

$$
\max _{i, j \in[n]} \frac{\left|\sigma_{i}(s)\right|}{\left|\sigma_{j}(s)\right|}=\frac{\mathfrak{s}_{1}(\operatorname{Rot}(s))}{\mathfrak{s}_{n}(\operatorname{Rot}(s))} \leq n^{2} \cdot 2^{(n-2) / 2}
$$

for every $s \neq 0$, which happens with probability $1-\frac{1}{2^{n}}$.

As the bound on the smallest singular value of [PP02] does not take the negacyclic structure of $\operatorname{Rot}(\tilde{s})$ for power-of-two cyclotomics into account, we conjecture that it is very loose. Experiments in dimensions up to $2^{10}$ show that $\operatorname{Rot}(\tilde{s})$ behaves as a random binary matrix and the smallest singular value $\mathfrak{s}_{n}(\operatorname{Rot}(\tilde{s}))$ can thus with high probability be bounded below by $\frac{1}{10 \sqrt{n}} \cdot \|^{2}$ With this heuristic bound and requiring $p$ to be large enough, we can achieve $\Delta=\beta^{2}$. Overall, this leads to an error increase from $\sqrt{2} \beta$ to $\sqrt{3} \beta$ in Step 3 of Figure 1 as explained in the introduction. We refer to vNG47 for more details on heuristic bounds on the smallest singular values of random sub-Gaussian matrices.

### 4.2 Classical reduction for M-LWE

In this section, we adapt the classical hardness reduction of LWE from Peikert Pei09, Thm. 3.1] to the module setting. In their introduction, Langlois and Stehlé LS15 claimed that Peikert's dequantization Pei09 carries over to the module case. We prove this claim in the following. By using the more recent results of Peikert et al. PRS17, our reduction directly reduces Mod-GapSVP to the decisional variant M-LWE and holds for any number field $K$.

Throughout this section, let $K$ be a number field of degree $n$ with $R$ its ring of integers. Any module $M \subseteq K^{\ell}$ of $R$ of rank $\ell \geq 2$ can be identified with a module lattice $\Lambda$ of dimension $N=n \ell$. First, we recall the following results about sampling discrete Gaussians over lattices and about reducing the decisional variant of M-LWE from the GDP problem over modules.

Lemma 11 (Thm. 4.1 GPV08] and Lem. $2.3\left[\mathbf{B L P}^{+} \mathbf{1 3}\right]$ ). There exists a probabilistic polynomial-time algorithm $\mathcal{D}$ that, given a basis $\mathbf{B}$ of a lattice $\Lambda$ of dimension $N, r \geq\|\mathrm{GS}(\mathbf{B})\| \cdot \sqrt{\ln (2 N+4) / \pi}$ and a center $\mathbf{c} \in \mathbb{R}^{N}$, outputs a sample whose distribution is $D_{\Lambda, r, \mathbf{c}}$.

Let $n=t_{1}+2 t_{2}$. As in PRS17, for any $r>0, \zeta>0$, and $T \geq 1$, we define the set of non-spherical parameter vectors $W_{r, \zeta, T}$ as the set of cardinality $\left(t_{1}+t_{2}\right) \cdot(T+1)$, containing for each $i \in\left[t_{1}+t_{2}\right]$ and $j \in\{0, \ldots, T\}$ the vector $\mathbf{r}_{i, j}$ which is equal to $r$ in all coordinates except in the $i$-th (and the $\left(i+t_{2}\right)$-th if $i>t_{1}$ ), where it is equal to $r \cdot(1+\zeta)^{j}$.

Lemma 12 (Adapted from Lem. 6.6 [PRS17]). There exists a probabilistic polynomial-time algorithm that, given an oracle that solves $\mathrm{M}_{-} \mathrm{LWE}_{q}, \Upsilon_{\alpha}$, a real $\alpha \in(0,1)$ and an integer $q \geq 2$ together with its factorization, a rank $\ell$ module $M \subseteq K^{\ell}$, a parameter $r \geq \sqrt{2} q \cdot \eta_{\varepsilon}(M)$ for $\varepsilon=\exp (-\ell n)$, and polynomially many samples from the discrete Gaussian distribution $\mathcal{D}_{M, \mathbf{r}}$ for each $\mathbf{r} \in$ $W_{r, \zeta, T}$ (for some $\zeta=1 /$ poly $(n)$ and $T=\operatorname{poly}(n)$ ), solves $\operatorname{GDP}_{M \vee, g}$, for $g=$ $\alpha q /(\sqrt{2 \ell} r)$.

[^1]A proof can be found in the full version BJRW20].
Using these results, we are able to adapt the classical hardness result of LWE from Peikert Pei09, Thm. 3.1] to modules.

Theorem 4. Let $\alpha, \gamma$ be positive real numbers such that $\alpha \in(0,1)$. Let $n, \ell$ and $q$ be positive integers and set $N=n \ell$. Further, assume that $\ell \geq 2, q \geq 2^{\frac{N}{2}}$ and $\gamma \geq \frac{N \sqrt{\ell}}{\alpha}$. Let $M \subseteq K^{\ell}$ be a rank- $\ell$ module. There exists a probabilistic polynomial-time reduction from solving Mod-GapSVP $\gamma_{\gamma}$ in the worst-case to solving the problem $\mathrm{M}-\mathrm{LWE}_{n, \ell, q}, \Upsilon_{\alpha}$, using $\operatorname{poly}(N)$ samples.

The proof idea is the same as the one from Peikert, but with two novelties. First, we look at the structured variants of the corresponding problems, i.e., GapSVP over module lattices (of rank $\geq 2$ ) and M-LWE, where the underlying ring $R$ is the ring of integers of a number field $K$. Second, we replace the main component, a reduction from the BDD problem to the search version of LWE ( $\overline{\text { Pei09 }}$, Prop. 3.4], originally from Reg05, Lem. 3.4]), by the reduction from the GDP problem over modules to the decisional version of M-LWE (Lemma 12).

Proof. Let $M \subseteq K^{\ell}$ be a rank- $\ell$ module over $R$, such that the corresponding module lattice of dimension $N$ has basis $\mathbf{B}=\left(\mathbf{b}_{i}\right)_{i \in[N]}$. Further, let $\delta$ be a positive real. The Mod-GapSVP ${ }_{\gamma}$ problem asks to decide whether $\lambda_{1}(M) \leq \delta$ (YES instance) or $\lambda_{1}(M)>\gamma \delta$ (NO instance). Without loss of generality, we assume that the basis $\mathbf{B}$ is LLL-reduced (Lemma 1) and appropriately scaled, thus the following three conditions hold:

C1) $\quad \lambda_{1}(M) \leq 2^{\frac{N}{2}}$,
C2) $\min _{i \in[N]}\left\|\operatorname{GS}\left(\mathbf{b}_{i}\right)\right\|_{2} \geq 1$,
C3) $1 \leq \gamma \delta \leq 2^{\frac{N}{2}}$.
Note for C3, that Mod-GapSVP ${ }_{\gamma}$ becomes trivial if $\delta$ lies outside this range. The reduction executes the following procedure poly $(N)$ many times:

- Choose $\mathbf{w} \leftarrow D_{g^{\prime}}$ with $g^{\prime}=\frac{\delta}{2} \cdot \sqrt{N}$,
- Compute w $+M$,
- Run the $\mathrm{GDP}_{g}$ oracle from Lemma 12 with $\mathbf{w}+M, r=\frac{q \sqrt{2 N}}{\gamma \delta}, g=\frac{\alpha q}{\sqrt{2 \ell r}}$, and using the Gaussian sampler from Lemma 11 ,
- Compare the output of the oracle with w.

If the oracle's answer is always correct, output NO, otherwise YES.
First, we show that the Gaussian sampler from Lemma 11 always succeeds to provide polynomially many samples from the discrete Gaussian distribution $\mathcal{D}_{M^{\vee}, \mathbf{r}}$ for each $\mathbf{r} \in W_{r, \zeta, T}$ (for some $\zeta=1 / \operatorname{poly}(n)$ and $T=\operatorname{poly}(n)$ ), needed in Lemma 12 . Note that for every $\mathbf{r}=\left(r_{i}\right)_{i \in[n]} \in W_{r, \zeta, T}$ it yields $r_{i} \geq r$ for every $i \in[n]$. Thus, it suffices to show that the Gaussian sampler succeeds for $r$. Let $\mathbf{D}=\left(\mathbf{B}^{-1}\right)^{T}$ denote the basis of the dual $M^{\vee}$, where we denote by $\mathbf{d}_{i}$ its column vectors for $i \in[N]$. It yields for the $\ell_{2}$-norm that $\|\operatorname{GS}(\mathbf{D})\|_{2}=$
$\|\mathrm{GS}(\mathbf{B})\|_{2}^{-1}$. As we require in condition C2 that $\min _{i \in[N]}\left\|\mathrm{GS}\left(\mathbf{b}_{i}\right)\right\|_{2} \geq 1$, it follows $\max _{i \in[N]}\left\|\mathrm{GS}\left(\mathbf{d}_{i}\right)\right\|_{2} \leq 1$. Using the condition C3 and that $q \geq 2^{\frac{N}{2}}$, it yields

$$
r=\frac{q \sqrt{2 N}}{\gamma \delta} \geq \sqrt{2 N} \geq 1 \cdot \sqrt{\ln (2 N+4) / \pi}
$$

and thus the Gaussian sampler always succeeds.
Now, we assume that the reduction is given a NO instance, i.e., $\lambda_{1}(M)>\gamma \delta$. We claim that in this case, all requirements from Lemma 12 are fulfilled and thus the oracle always outputs the correct answer. Using Lemma 2 it yields $\eta_{\varepsilon}\left(M^{\vee}\right) \leq$ $\sqrt{N} / \lambda_{1}(M)$ for $\varepsilon=\exp (-N)$. Thus,

$$
r=\frac{q \sqrt{2 N}}{\gamma \delta}>\frac{q \sqrt{2 N}}{\lambda_{1}(M)} \geq \sqrt{2} q \cdot \eta_{\varepsilon}\left(M^{\vee}\right)
$$

Further, w is sampled from $D_{g^{\prime}}$ with

$$
g^{\prime}=\frac{\delta}{2} \cdot \sqrt{N} \leq \frac{\alpha \gamma \delta}{2 \sqrt{n} \ell}=\frac{\alpha q}{\sqrt{2 \ell} r}=g
$$

Additionally, $\mathbf{w}$ is the unique solution to this problem as with high probability

$$
2 \cdot\|\mathbf{w}\|_{2} \leq 2 \cdot g^{\prime} \sqrt{n \ell}=2 \cdot \frac{\delta}{2} \cdot \sqrt{N} \cdot \sqrt{n \ell} \leq \frac{\alpha \gamma \delta}{\sqrt{\ell}}<\gamma \delta<\lambda_{1}(M)
$$

If, on the other hand, the reduction is given a YES instance, i.e., $\lambda_{1}(M) \leq \delta$, we can consider the following alternate experiment. Let $\mathbf{z}$ be a shortest vector in $M$ with $\|\mathbf{z}\|_{2}=\lambda_{1}(M) \leq \delta$. Now, we replace $\mathbf{w}$ by $\mathbf{w}^{\prime}=\mathbf{w}+\mathbf{z}$ in the second step of the reduction and thus hand in $\mathbf{w}^{\prime}+M$ to the GDP oracle. Using the statistical distance of $\mathbf{w}$ and $\mathbf{w}^{\prime}$, it yields

$$
\begin{aligned}
\operatorname{Pr}[\mathcal{R}(\mathbf{w}+M)=\mathbf{w}] & \leq \Delta\left(\mathbf{w}, \mathbf{w}^{\prime}\right)+\operatorname{Pr}\left[\mathcal{R}\left(\mathbf{w}^{\prime}+M\right)=\mathbf{w}^{\prime}\right] \\
& \leq \Delta\left(\mathbf{w}, \mathbf{w}^{\prime}\right)+1-\operatorname{Pr}\left[\mathcal{R}\left(\mathbf{w}^{\prime}+M\right)=\mathbf{w}\right]
\end{aligned}
$$

where $\mathcal{R}$ denotes the GDP oracle. Note that $\mathbf{w}^{\prime}+M=\mathbf{w}+M$, so in the real experiment we have $\operatorname{Pr}\left[\mathcal{R}\left(\mathbf{w}^{\prime}+M\right)=\mathbf{w}\right]=\operatorname{Pr}[\mathcal{R}(\mathbf{w}+M)=\mathbf{w}]$ and thus

$$
\operatorname{Pr}[\mathcal{R}(\mathbf{w}+M)=\mathbf{w}] \leq \frac{1+\Delta\left(\mathbf{w}, \mathbf{w}^{\prime}\right)}{2}
$$

Using the statistical distance of two Gaussian distributions with the same width but different means, Lemma 4, we obtain

$$
\Delta\left(\mathbf{w}, \mathbf{w}^{\prime}\right) \leq \frac{\sqrt{2 \pi}\|\mathbf{z}\|_{2}}{g^{\prime}} \leq 2 \frac{\sqrt{2 \pi}}{\sqrt{N}}
$$

and thus $\operatorname{Pr}[\mathcal{R}(\mathbf{w}+M)=\mathbf{w}] \leq \frac{1}{2}+\frac{\sqrt{2 \pi}}{\sqrt{N}}$. For sufficiently many iterations, the oracle gives a wrong answer in at least one iteration and the reduction outputs YES.

### 4.3 Adapting the error distribution

In order to complete our classical hardness result for M-LWE, Theorem 2, we need to adapt twice the error distribution.

First, we have to move from the distribution $\Upsilon_{\alpha}$ on elliptical Gaussian distributions, as used within Section 4.2 , to a discrete Gaussian distribution $\mathcal{D}_{R^{\vee}, \alpha^{\prime} q}$, as used in Section 3. To achieve this, we use the techniques of [LS15, Sec. 4.4].

Lemma 13. Let $n, \ell, q$ be positive integers and $\alpha$ be a positive real. There exists a probabilistic polynomial-time reduction from $\mathrm{M}_{-L W E}^{n, \ell, q, r_{\alpha}}$ to $\mathrm{M}_{-L W E} \mathrm{LW}_{n, \ell, \phi}$, where $\phi=\mathcal{D}_{R^{\vee}, \alpha^{\prime} q}$ with $\alpha^{\prime}=\alpha \cdot \omega\left(\log _{2} n\right)$.

Proof. First, we reduce $\mathrm{M}-\mathrm{LWE}_{n, \ell, q, \Upsilon_{\alpha}}$ to $\mathrm{M}_{-\mathrm{LWE}_{n, \ell, q, \Psi^{\prime}}}$, where $\alpha^{\prime}$ is given by $\alpha \cdot \omega\left(\log _{2} n\right)$. Recall, that $\Upsilon_{\alpha}$ is a distribution on elliptical Gaussian distributions $D_{\mathbf{r}}$, where $r_{i}^{2}$ is distributed as a shifted chi-squared distribution for the real embeddings $\left(i \in\left[t_{1}\right]\right)$ and as a shifted chi-squared distribution with two degrees of freedom for complex embeddings ( $i \in\left\{t_{1}+1, \ldots, t_{1}+t_{2}\right\}$ ). Using properties about chi-squared distributions (see for instance [LM00, Lem. 1]), it yields that $r_{i} \leq \frac{\alpha}{\sqrt{2}} \cdot \omega\left(\log _{2} n\right) \leq \alpha \cdot \omega\left(\log _{2} n\right)=\alpha^{\prime}$ with probability negligible close to 1 . Thus, M-LWE $n, \ell, q, \Psi_{<\alpha^{\prime}}$ is not easier than $\mathrm{M}_{-L W E}, \ell, q, \Upsilon_{\alpha}$. Second, we use the error re-randomization from Peikert [Pei10] to reduce the continuous version M-LWE $n, \ell, q, \Psi_{\leq \alpha^{\prime}}$ to the discrete version M-LWE $n, \ell, q, \phi$, where $\phi=\mathcal{D}_{R^{\vee}, \alpha^{\prime} q}$. Let $D_{\boldsymbol{r}}$ be arbitrarily chosen from $\Psi_{\leq \alpha^{\prime}}$, thus $\boldsymbol{r}=\left(r_{i}\right)_{i \in[n]}$ with $r_{i} \leq \alpha^{\prime}$ for all $i \in[n]$. For any $e \leftarrow D_{\boldsymbol{r}}$, we sample $e^{\prime} \leftarrow e+\mathcal{D}_{\frac{1}{q} R^{\vee}-e, \boldsymbol{r}^{\prime}}$, where $\boldsymbol{r}^{\prime}=\left(r_{i}^{\prime}\right)_{i \in[n]}$ with $r_{i}^{\prime}=\sqrt{\left(\alpha^{\prime}\right)^{2}-\left(r_{i}\right)^{2}}$. Following Theorem 1 of [Pei10], the new error $e^{\prime}$ is statistically close to $\mathcal{D}_{\frac{1}{q} R^{\vee}, \alpha^{\prime}}$. Multiplying by $q$ completes the claim.

Second, we need to move from the discrete Gaussian $\mathcal{D}_{R^{\vee}, \beta q}$, as used in Section 3 , back to the continuous Gaussian $D_{\sqrt{2} \beta}$, as used in Section 4.1 To achieve this, we add a continuous noise of the same width and use Lemma 6 .

Lemma 14. Let $n, d, q$ be positive integers and $\beta$ be a positive real such that $\beta \geq$ $\sqrt{2} \cdot \eta_{\varepsilon}\left(\frac{1}{q} R^{\vee}\right)$ for some $\varepsilon \in\left(0, \frac{1}{2}\right)$. There is a probabilistic polynomial-time reduc-


Proof. Given a sample of M-SLWE ${ }_{n, \ell, q, \phi}$ with $\phi=\mathcal{D}_{R^{\vee}, \beta q}$, we first divide the second part of the instance by $q$, thus the noise is distributed as a vector drawn from $\mathcal{D}_{\frac{1}{q} R^{\vee}, \beta}$. Then, we add to the second part of the instance a vector drawn from $D_{\beta}^{q}$. Now, we apply Lemma 6 with $\sigma=r=\beta$ to obtain that this new sample is statistically close to a sample of M-SLWE ${ }_{n, \ell, q, D}{ }_{\sqrt{2} \beta}$.
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