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#### Abstract

We present the first pairing-based ciphertext-policy attribute-based encryption (CP-ABE) scheme for the class of degree 3 polynomials with compact parameters: the public key, ciphertext and secret keys comprise $O(n)$ group elements, where $n$ is input length for the function. As an immediate corollary, we obtain a pairing-based broadcast encryption scheme for $N$ users with $O\left(N^{1 / 3}\right)$ sized parameters, breaking the long-standing $\sqrt{N}$ barrier for pairing-based broadcast encryption. All of our constructions achieve adaptive security against unbounded collusions, and rely on the (bilateral) $k$-Lin assumption in prime-order bilinear groups.


## 1 Introduction

In this work, we study broadcast encryption [15] as well as attribute-based encryption schemes $[26,20,8]$. In ciphertext-policy attribute-based encryption (CP-ABE), ciphertexts ct are associated with a predicate $f$ and a message $m$ and keys sk with an attribute $x$, and decryption returns $m$ when $x$ satisfies $f$. Broadcast encryption is a special case of CP-ABE where the predicate is specified by a set $S \subseteq[N]$, and decryption returns $m$ when $x \in S$. In both cases, we require security against unbounded collusions, so that an adversary that sees a ciphertext along with secret keys for an arbitrary number of attributes $x_{1}, x_{2}, \ldots$ learns nothing about $m$ as long as none of these attributes satisfies $f$.

Broadcast encryption has been an active area of research since their introduction in the 1990 s, where a major goal is to obtain schemes with short parameters, notably short ciphertexts ct and short public keys mpk. In a celebrated work from 2005, Boneh, Gentry and Waters (BGW) [9] presented a pairing-based broadcast encryption scheme with constant-size ciphertext (ignoring the contribution from the set $S$ ) and secret keys; however, the scheme has large public keys mpk which is linear in the total number of users $N$, and moreover, decryption requires access to mpk. To address these shortcomings, the authors also showed how to modify their scheme to achieve $O(\sqrt{N})$-sized public keys, at the cost of a $O(\sqrt{N})$-sized ciphertext. A series of follow-up works [10,18,13] showed how to achieve $O(\sqrt{N})$-sized parameters (i.e., $|\mathrm{mpk}|+|\mathrm{ct}|+|\mathrm{sk}|=O(\sqrt{N}))$ under the standard $k$-Lin assumption, improving upon the $q$-type assumption used in BGW, while additionally strengthening the security guarantees from selective to adaptive security.

In a recent remarkable break-through, Agrawal and Yamada $[4,3]$ constructed a broadcast encryption scheme with poly $(\log N)$-sized parameters from pairings and LWE. Nonetheless, the following basic problem remains open since the work of BGW:

| Scheme | $\|\mathrm{mpk}\|$ | $\|\mathrm{ct}\|$ | $\|\mathrm{sk}\|$ | Assumption | Remark | Security |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| BGW05 [9] | $N^{1-\delta}$ | $N^{\delta}$ | $1^{\dagger}$ | $q$-type | $\delta \leq 1 / 2$ | selective |
|  | $\sqrt{N}$ | $\sqrt{N}$ | $1^{\dagger}$ |  |  |  |
| $[10,18,13]$ | $N^{\max \{\delta, 1-\delta\}}$ | $N^{\delta}$ | $N^{1-\delta}$ | $k$-Lin, $k \geq 1$ | $\delta \leq 1$ | adaptive |
|  | $\sqrt{N}$ | $\sqrt{N}$ | $\sqrt{N}$ |  |  |  |
| this work | $N^{1-2 \delta}$ | $N^{\delta}$ | $N^{1-2 \delta}$ | bi- $k$-Lin*,$k \geq 2$ | $\delta \leq 1 / 3$ | adaptive |
|  | $N^{1 / 3}$ | $N^{1 / 3}$ | $N^{1 / 3}$ |  |  |  |

Fig. 1. Comparison with prior pairing-based broadcast encryption schemes for $N$ users, where the sizes refer to number of group elements, ignoring $O(1)$ factors. Note that $|\mathrm{ct}|$ ignores the contribution from the set $S$, which is "public".
${ }^{\dagger}$ In BGW05, decryption requires knowledge of mpk in addition to sk. Indeed, if we incorporate mpk into sk, then the secret key sizes matches those in the second row.

* Here, bi- $k$-Lin (bilateral $k$-Lin) is a strengthening of $k$-Lin.

Can we build a broadcast encryption scheme with $o(\sqrt{N})$-sized parameters

$$
\text { (that is, }|\mathrm{mpk}|+|\mathrm{ct}|+|\mathrm{sk}|=o(\sqrt{N})) \text { from (just) pairings? }
$$

Prior approaches for pairing-based broadcast encryption requires $|\mathrm{ct}| \cdot \max \{|\mathrm{sk}|,|\mathrm{mpk}|\}=$ $\Omega(N)$, which in turn implies a $\Omega(\sqrt{N})$ bound on the parameter size. Moreover, this is essentially optimal for a large class of approaches for pairing-based broadcast encryption [17], indicating that breaking the $\sqrt{N}$ barrier would require substantially new ideas. As an aside -and an indication of our limited understanding of broadcast encryption with small parameters- we note that building a broadcast encryption scheme with $o(N)$-sized ciphertext from just LWE is also an open problem.

### 1.1 Our Results

We present a pairing-based broadcast encryption scheme with $O\left(N^{1 / 3}\right)$-sized parameters, breaking the long-standing $\sqrt{N}$ barrier. Our broadcast encryption scheme achieves adaptive security against unbounded collusions, and rely on the bilateral $k$-Lin assumption in prime-order bilinear groups. In addition, our construction offers a range of tradeoffs between ciphertext and key sizes (see Fig 1). We stress that prior to this work, it was not known how to achieve $o(\sqrt{N})$-sized parameters with selective security even with $q$-type assumptions or generic bilinear groups.

More generally, we present a CP-ABE for degree 3 polynomials over $\{0,1\}^{n}$ (and more generally, $\mathbb{Z}_{p}^{n}$ ) where the public key, ciphertext and secret keys comprise of $O(n)$ group elements; this scheme also achieves adaptive security against unbounded collusions under the bilateral $k$-Lin assumption. Our broadcast encryption scheme then follows as an immediate corollary, since we can encode set membership in $S \subseteq[N]$ as a degree 3 polynomial over $\{0,1\}^{O\left(N^{1 / 3}\right)}$. Prior to this work, CP-ABE schemes with $O(n)$-sized parameters from pairings was only known for the class of degree 2 polynomials [25]. We refer to Fig 2 for a summary of prior works on pairing-based CP-ABE for degree 3 polynomials.

| Scheme | $\|\mathrm{mpk}\|$ | $\|\mathrm{ct}\|$ | $\|\mathrm{sk}\|$ | Assumption |
| :--- | :---: | :---: | :---: | :--- |
| inner product [21,13] | $n^{3}$ | $n^{3}$ | 1 | $k$-Lin, $k \geq 1$ |
|  | $n^{3}$ | 1 | $n^{3}$ |  |
| degree 2 polynomials [25] | $n^{2}$ | $n^{2}$ | $n$ | $k$-Lin, $k \geq 1$ |
|  | $n^{2}$ | $n$ | $n^{2}$ |  |
| this work | $n$ | $n$ | $n$ | bi- $k$-Lin, $k \geq 2$ |

Fig. 2. Prior pairing-based CP-ABE for degree 3 polynomials $f: \mathbb{Z}_{p}^{n} \times \mathbb{Z}_{p}^{n} \times \mathbb{Z}_{p}^{n} \rightarrow \mathbb{Z}_{p}$, where the sizes refer to number of group elements, ignoring $O(1)$ factors. These constructions follow from the fact that we can encode degree 3 polynomials as inner product of vectors of length $\mathbb{Z}_{p}^{n^{3}}$ or as degree 2 polynomials, and then combined with the appropriate ABE schemes in the literature. All of these schemes achieve adaptive security.

The design of our schemes departs quite significantly from existing pairing-based ABE schemes, in that we exploit the power of "quadratic reconstruction". This idea was previously used by Liu, Vaikuntanathan and Wee [25] to construct an informationtheoretic, private-key analogue of broadcast construction -formally, conditional disclosure of secrets (CDS) for index- with $O\left(N^{1 / 3}\right)$-sized parameters. However, the scheme only works over fields of characteristic 2 , which are incompatible with bilinear groups operations "in the exponent". Instead, we provide new techniques for instantiating quadratic reconstruction that are inspired in part by recent works on functional encryption for degree 2 polynomials [29,24,16].

## 2 Technical Overview

We proceed to provide an overview of our constructions. We focus on our CP-ABE scheme for degree 3 polynomials over $\mathbb{Z}_{p}^{n} \times \mathbb{Z}_{p}^{n} \times \mathbb{Z}_{p}^{n}$ given by

$$
\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right) \mapsto\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}\right) \cdot \mathbf{f}^{\top}
$$

where $\mathbf{f} \in \mathbb{Z}_{p}^{n^{3}}$ is the coefficient vector. Throughout, we use boldface lower case to denote row vectors. In our CP-ABE scheme,

- encryption takes as input $\mathbf{f} \in \mathbb{Z}_{p}^{n^{3}}$ and a message $M$ and outputs a ciphertext ct;
- key generation takes as input $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3} \in \mathbb{Z}_{p}^{n}$ and outputs a key sk , and
- decryption takes as input ct, sk along with $\mathbf{f}, \mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}$ and outputs $M$ whenever $\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}\right) \mathbf{f}^{\top} \neq 0$.

We rely on an asymmetric bilinear group $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e\right)$ of prime order $p$ where $e$ : $\mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{T}$. We use $[\cdot]_{1},[\cdot]_{2},[\cdot]_{T}$ to denote component-wise exponentiations in respective groups $\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}$. The $k$-Lin assumption in $\mathbb{G}_{1}$ asserts that $\left([\mathbf{A}]_{1},[\mathbf{s A}]_{1}\right) \approx_{c}$ $\left([\mathbf{A}]_{1},[\mathbf{u}]_{1}\right)$ where $\mathbf{s} \leftarrow \mathbb{Z}_{p}^{k}, \mathbf{A} \leftarrow \mathbb{Z}_{p}^{k \times(k+1)}, \mathbf{u} \leftarrow \mathbb{Z}_{p}^{k+1}$. The bilateral $k$-Lin assumption (as used in this work, and slightly weaker than that used in $[16,29]$ ) asserts that $\left([\mathbf{A}]_{1},[\mathbf{A}]_{2},[\mathbf{s} \mathbf{A}]_{2}\right) \approx_{c}\left([\mathbf{A}]_{1},[\mathbf{A}]_{2},[\mathbf{u}]_{2}\right)$, and is a strengthening of the $k$-Lin assumption in $\mathbb{G}_{2}$. In symmetric bilinear groups, the bilateral $k$-Lin and the standard $k$-Lin
assumption are equivalent. Note that 1-Lin $=\mathrm{DDH} / \mathrm{SXDH}$, and that bilateral 1-Lin is false, for the same reason DDH is false in symmetric bilinear groups. We will describe our construction based the $k$-Lin assumption and the bilateral $k^{\prime}$-Lin assumption, and set $k=1, k^{\prime}=2$ for optimal concrete efficiency.

Following [1,29], we make extensive use of tensor products (cf. Section 3). This enables a more compact description of our schemes, and avoids triple summations to compute a degree 3 polynomial. Moreover, we will be replacing scalars with vectors as our schemes get increasingly complex, upon which some scalar-vector products translate naturally to a tensor product of two vectors, whereas some other ones translate to a vector-matrix product.

Roadmap. We will begin our overview by describing two candidate CP-ABE schemes for degree 3 polynomials. We refer to these schemes as "candidates" because we do not in fact prove "full fledged" security of these two schemes (though it does seem quite plausible that both schemes are secure in the generic group model).

- The first achieves

$$
|\mathrm{mpk}|=O\left(n^{2}\right),|\mathrm{ct}|=O(n),|\mathrm{sk}|=O(n)
$$

In comparison, prior constructions based on degree 2 polynomials requires either $|\mathrm{ct}|=O\left(n^{2}\right)$ or $|\mathrm{sk}|=O\left(n^{2}\right)(\mathrm{cf}$. Fig 2).

- The second is a variant of the first with $|\mathrm{mpk}|=O(n)$ and thus achieves $O(n)$ sized parameters.

We then describe in Section 2.4 how to modify the second candidate to obtain our final CP-ABE scheme, which achieves $O(n)$-sized parameters as well as adaptive security under the bi- $k$-Lin assumption.

### 2.1 CP-ABE for Degree 2 Polynomials

We begin with (a simplified variant of) the CP-ABE scheme in [25] for the class of degree 2 polynomials over $\mathbb{Z}_{p}^{n} \times \mathbb{Z}_{p}^{n}$ given by

$$
\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \mapsto\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2}\right) \cdot \mathbf{f}^{\top}
$$

where $\mathbf{f} \in \mathbb{Z}_{p}^{n^{2}}$ is the coefficient vector and decryption is possible whenever ( $\mathbf{x}_{1} \otimes$ $\left.\mathbf{x}_{2}\right) \mathbf{f}^{\top} \neq 0$ :

$$
\begin{array}{rlrl}
\mathrm{mpk} & =[\alpha]_{T},\left[\mathbf{w}_{2}\right]_{1},\left[\mathbf{w}_{1}\right]_{1}, & \mathbf{w}_{1} \leftarrow \mathbb{Z}_{p}^{n}, \mathbf{w}_{2} \leftarrow \mathbb{Z}_{p}^{n}, \alpha \leftarrow \mathbb{Z}_{p} \\
\mathrm{ct} & =[s]_{1},\left[\left(\left(\mathbf{I}_{n_{1}} \otimes \mathbf{w}_{2}\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right) s\right]_{1},[\alpha s]_{T} \cdot M, s \leftarrow \mathbb{Z}_{p}  \tag{1}\\
\text { sk } & =[r]_{2},\left[\mathbf{x}_{1} r \mathbf{w}_{1}^{\top}\right]_{2},\left[\mathbf{x}_{2} \alpha-r \mathbf{w}_{2}\right]_{2}, & & r \leftarrow \mathbb{Z}_{p}
\end{array}
$$

Note that the scheme achieves

$$
|\mathrm{mpk}|=O(n),|\mathrm{ct}|=O(n),|\mathrm{sk}|=O(n)
$$

$$
\begin{align*}
\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2}\right) \mathbf{f}^{\top} \cdot \alpha s= & (\mathbf{x}_{1} \otimes((\overbrace{\mathbf{x}_{2} \alpha-r \mathbf{w}_{2}}) \overbrace{s}^{\mathrm{ct}})) \mathbf{f}^{\top}  \tag{2}\\
& +\mathbf{x}_{1} \overbrace{r}^{\text {sk }} \cdot \overbrace{\left(\left(\mathbf{I}_{n_{1}} \otimes \mathbf{w}_{2}\right) \cdot \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right) s}^{\mathrm{ct}} \\
& -\overbrace{\mathbf{x}_{1} r \mathbf{w}_{1}^{\top}}^{\text {sk }} \cdot \overbrace{s}^{\mathrm{ct}}
\end{align*}
$$

Following the dual system encryption methodology [27,22,23,28,5], security boils down to showing that $M$ is hidden given a single ciphertext-key pair. In particular, it suffices to show that if $\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2}\right) \mathbf{f}^{\top}=0$, then $\alpha$ is hidden given

$$
\begin{align*}
\widehat{\mathrm{ct}} & =\left[\left(\mathbf{I}_{n} \otimes \mathbf{w}_{2}\right) \cdot \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right]_{1}, \\
\widehat{\mathrm{sk}} & =\left[\mathbf{x}_{1} \mathbf{w}_{1}^{\top}\right]_{2},\left[\mathbf{x}_{2} \alpha-\mathbf{w}_{2}\right]_{2}, \tag{3}
\end{align*}
$$

where $\widehat{c t}, \widehat{s k}$ are derived from ct , sk by setting $r=s=1$ and omitting $[\alpha s]_{T}$. Hiding of $\alpha$ then follows from

$$
(\widehat{c t}, \widehat{\mathrm{sk}}) \equiv(\tilde{\mathbf{w}}_{1}^{\top},(\left(\mathbf{x}_{1} \otimes \tilde{\mathbf{w}}_{2}\right) \mathbf{f}^{\top}+\mathbf{x}_{1} \tilde{\mathbf{w}}_{1}^{\top}-\overbrace{\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2}\right) \mathbf{f}^{\top} \cdot \alpha}^{=0}, \tilde{\mathbf{w}}_{2}))
$$

### 2.2 Our First Candidate CP-ABE

Next, we describe a candidate CP-ABE for degree 3 polynomials with parameter sizes

$$
|\mathrm{mpk}|=O\left(n^{2}\right),|\mathrm{ct}|=O(n),|\mathrm{sk}|=O(n)
$$

To arrive at this scheme, we first replace $\mathbf{x}_{2}$ and $\mathbf{w}_{2}$ in (1) with $\mathbf{x}_{2} \otimes \mathbf{x}_{3}$ and $\mathbf{w}_{2} \otimes \mathbf{w}_{3}$ respectively, where $\mathbf{w}_{3} \leftarrow \mathbb{Z}_{p}^{n}$. The ciphertext size remains unchanged, but the secret key size increases to $O\left(n^{2}\right)$ due to the term

$$
\left(\mathbf{x}_{2} \otimes \mathbf{x}_{3}\right) \alpha-r\left(\mathbf{w}_{2} \otimes \mathbf{w}_{3}\right)
$$

To achieve $|\mathrm{sk}|=O(n)$, we will compute the above expression using

$$
\mathbf{x}_{2} \otimes \mathbf{x}_{3} \alpha-r \mathbf{w}_{2} \otimes \mathbf{w}_{3}=\mathbf{x}_{2} \otimes \overbrace{\left(\mathbf{x}_{3} \alpha+r_{3} \mathbf{w}_{3}\right)}^{\text {sk }}-\overbrace{\left(\mathbf{x}_{2} r_{3}+r \mathbf{w}_{2}\right)}^{\text {sk }} \otimes \overbrace{\mathbf{w}_{3}}^{\mathrm{ct}}
$$

This yields the following scheme:

$$
\begin{align*}
\mathrm{mpk} & =[\alpha]_{T} & {\left[\mathbf{w}_{1}\right]_{1},\left[\mathbf{w}_{3}\right]_{1},\left[\mathbf{w}_{2} \otimes \mathbf{w}_{3}\right]_{1}, } & \mathbf{w}_{1}, \mathbf{w}_{2}, \mathbf{w}_{3} \leftarrow \mathbb{Z}_{p}^{n}, \alpha \leftarrow \mathbb{Z}_{p} \\
\mathrm{ct} & =[s]_{1},[\alpha s]_{T} \cdot M, & {\left[\left(\left(\mathbf{I}_{n} \otimes \mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) \cdot \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right) s\right]_{1},\left[\mathbf{w}_{3} s\right]_{1}, } & s \leftarrow \mathbb{Z}_{p},  \tag{4}\\
\mathrm{sk} & =\left[r_{2}\right]_{2}, & {\left[\mathbf{x}_{1} r_{2} \mathbf{w}_{1}^{\top}\right]_{2},\left[\mathbf{x}_{2} r_{3}+r_{2} \mathbf{w}_{2}\right]_{2},\left[\mathbf{x}_{3} \alpha+r_{3} \mathbf{w}_{3}\right]_{2}, } & r_{2}, r_{3} \leftarrow \mathbb{Z}_{p}
\end{align*}
$$

Here, we publish $\left[\mathbf{w}_{2} \otimes \mathbf{w}_{3}\right]_{1}$ in mpk so that we can compute $\left[\left(\mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) s\right]_{1}$ in ct .

Compressing mpk. To get to a CP-ABE scheme with $O(n)$-sized parameters, we will compress mpk in the previous scheme as follows: instead of having set-up pick $\mathbf{w}_{3}$, the encryptor will sample a random $\mathbf{w}_{3}$; this eliminates $\left[\mathbf{w}_{2} \otimes \mathbf{w}_{3}\right]_{1}$ in mpk and reduces mpk to $O(n)$ group elements. Next, we explain how this modification impacts ct and sk in (4):

- Given $\left[\mathbf{w}_{2}\right]_{1}, \mathbf{w}_{3}, s, \mathbf{f}$, it is easy to compute $\left[\left(\mathbf{I}_{n} \otimes \mathbf{w}_{2} \otimes \mathbf{w}_{3} s\right) \cdot \mathbf{f}^{\top}\right]_{1}$ and thus $\left[\left(\left(\mathbf{I}_{n} \otimes\right.\right.\right.$ $\left.\left.\left.\mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) \cdot \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right) s\right]_{1}$ in ct.
- Now, key generation can no longer compute $\left[\mathbf{x}_{3} \alpha+r_{3} \mathbf{w}_{3}\right]_{2}$, which was used to compute $\left[\left(\mathbf{x}_{3} \alpha+r_{3} \mathbf{w}_{3}\right) s\right]_{T}$ during decryption. Instead, we will compute the latter using the equation

$$
\left(\mathbf{x}_{3} \alpha+r_{3} \mathbf{w}_{3}\right) s=\overbrace{\left(r_{3}+r_{2} v_{0}\right)}^{\mathrm{sk}} \cdot \overbrace{\mathbf{w}_{3} s}^{\mathrm{ct}}+\overbrace{\left(\mathbf{x}_{3} \alpha+r_{2} \mathbf{v}\right)}^{\mathrm{sk}} \cdot \overbrace{s}^{\mathrm{ct}}-r_{2} \cdot \overbrace{\left(v_{0} \mathbf{w}_{3}+\mathbf{v}\right) s}^{\mathrm{ct}}
$$

where $v_{0}, \mathbf{v}$ are chosen by the set-up algorithm.
Putting these modifications together, we obtain our next candidate.

### 2.3 Our Second Candidate CP-ABE

Here is our candidate $\mathrm{CP}-\mathrm{ABE}$ scheme with $O(n)$-sized parameters, where the terms not present in the previous scheme are shaded in gray:

$$
\begin{array}{rlll}
\mathrm{mpk} & =[\alpha]_{T} & {\left[\mathbf{w}_{2}\right]_{1},\left[\mathbf{w}_{1}\right]_{1},} & {[\mathbf{v}]_{1},\left[v_{0}\right]_{1}} \\
\mathrm{ct} & =[s]_{1},[\alpha s]_{T} \cdot M,\left[\left(\left(\mathbf{I}_{n} \otimes \mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right) s\right]_{1},\left[\mathbf{w}_{3} s\right]_{1}, & {\left[\left(v_{0} \mathbf{w}_{3}+\mathbf{v}\right) s\right]_{1},} & \mathbf{w}_{2}, \mathbf{v} \leftarrow \mathbb{Z}_{p}^{n}, \alpha, v_{0} \\
\mathrm{sk} & =\left[r_{2}\right]_{2}, & {\left[\mathbf{x}_{1} r_{2} \mathbf{w}_{1}^{\top}\right]_{2},\left[\mathbf{x}_{2} r_{3}+r_{2} \mathbf{w}_{2}\right]_{2},} & {\left[r_{3}+r_{2} v_{0}\right]_{2},\left[\mathbf{x}_{3} \alpha+r_{2} \mathbf{v}\right]_{2}}
\end{array}
$$

The decryption algorithm on input ct $=\left([s]_{1},[\alpha s]_{T} \cdot M,\left[\mathbf{c}_{1}^{\top}\right]_{1},\left[\mathbf{c}_{2}\right]_{1},\left[\mathbf{c}_{3}\right]_{1}\right)$ and $\mathrm{sk}=$ $\left(\left[r_{2}\right]_{2},\left[\mathbf{d}_{1}\right]_{2},\left[\mathbf{d}_{2}\right]_{2},\left[d_{3}\right]_{2},\left[\mathbf{d}_{4}\right]_{2}\right)$, computes $\left[\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}\right) \mathbf{f}^{\top} \cdot \alpha s\right]_{T}$ using

$$
(\underbrace{(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \overbrace{\left(d_{3} \mathbf{c}_{2}+\mathbf{d}_{4} s-r_{2} \mathbf{c}_{3}\right)})}_{=\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes\left(\mathbf{x}_{3} \alpha+r_{3} \mathbf{w}_{3}\right)\right) s})^{\top} \mathbf{f}^{\top}-(\underbrace{\mathbf{x}_{1} \otimes(\overbrace{\mathbf{d}_{2}\left(\mathbf{I}_{n} \otimes \mathbf{c}_{2}\right)}^{(\mathrm{iii})})}_{\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes r_{3} \mathbf{w}_{3}\right) s+\left(\mathbf{x}_{1} \otimes r_{2} \mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) s}) \mathbf{f}_{=\left(\mathbf{x}_{1} \otimes r_{2} \mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) \mathbf{f}^{\top} s}^{\overbrace{r_{2} \mathbf{x}_{1} \mathbf{c}_{1}^{\top}}^{(\mathrm{iii})}-\overbrace{\mathbf{d}_{1} s}^{(\mathrm{iv})}}
$$

where

$$
\begin{aligned}
\text { (i) } & =\left(r_{3}+r_{2} v_{0}\right)\left(\mathbf{w}_{3} s\right)+\left(\mathbf{x}_{3} \alpha+r_{2} \mathbf{v}\right) s-r_{2}\left(v_{0} \mathbf{w}_{3}+\mathbf{v}\right) s=\left(\mathbf{x}_{3} \alpha+r_{3} \mathbf{w}_{3}\right) s \\
\text { (ii) } & =\left(\mathbf{x}_{2} r_{3}+r_{2} \mathbf{w}_{2}\right) \cdot\left(\mathbf{I}_{n} \otimes \mathbf{w}_{3} s\right)=\left(\mathbf{x}_{2} \otimes r_{3} \mathbf{w}_{3}\right) s+\left(r_{2} \mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) s \\
\text { (iii) } & =\mathbf{x}_{1} r_{2}\left(\left(\mathbf{I}_{n} \otimes \mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right) s=\left(\mathbf{x}_{1} \otimes r_{2} \mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) \mathbf{f}^{\top} s+\mathbf{x}_{1} r_{2} \mathbf{w}_{1}^{\top} s \\
\text { (iv) } & =\mathbf{x}_{1} r_{2} \mathbf{w}_{1}^{\top} s
\end{aligned}
$$

Security warm-up. As before in Section 2.1, it suffices to show that $\alpha$ is computationally hidden given

$$
\begin{array}{lll}
\widehat{c t}= & {\left[\left(\mathbf{I}_{n} \otimes \mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right]_{1},\left[\mathbf{w}_{3}\right]_{1},\left[v_{0} \mathbf{w}_{3}+\mathbf{v}\right]_{1},} \\
\widehat{\mathrm{sk}}= & {\left[\mathbf{x}_{1} \mathbf{w}_{1}^{\top}\right]_{2},\left[\mathbf{x}_{2} r_{3}+\mathbf{w}_{2}\right]_{2},} & {\left[r_{3}+v_{0}\right]_{2},\left[\mathbf{x}_{3} \alpha+\mathbf{v}\right]_{2}} \tag{6}
\end{array}
$$

Here, we allow adaptive choices of $\mathbf{f}$ and $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}$ subject to the constraint $\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes\right.$ $\left.\mathbf{x}_{3}\right) \mathbf{f}^{\top}=0$. In this overview, we focus on the case $\mathbf{f}$ is queried before $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}$.

Step 1. We start by sampling random $\widetilde{\mathbf{w}}_{1}, \widetilde{\mathbf{v}}$ and programming

$$
\widetilde{\mathbf{w}}_{1}^{\top}=\left(\mathbf{I}_{n} \otimes \mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}, \quad \widetilde{\mathbf{v}}=v_{0} \mathbf{w}_{3}+\mathbf{v}
$$

We can then rewrite ct, sk as:

$$
\begin{aligned}
& \mathrm{ct}=\left[\widetilde{\mathbf{w}}_{1}^{\top}\right]_{1},\left[\mathbf{w}_{3}\right]_{1} \text {, } \\
& {[\widetilde{\mathbf{v}}]_{1}} \\
& \text { sk }=\left[\mathbf{x}_{1} \widetilde{\mathbf{w}}_{1}^{\top}-\left(\mathbf{x}_{1} \otimes \mathbf{w}_{2} \otimes \mathbf{w}_{3}\right) \mathbf{f}^{\top}\right]_{2},\left[\mathbf{x}_{2} r_{3}+\mathbf{w}_{2}\right]_{2},\left[r_{3}+v_{0}\right]_{2},\left[\mathbf{x}_{3} \alpha+\widetilde{\mathbf{v}}-v_{0} \mathbf{w}_{3}\right]_{2}
\end{aligned}
$$

Step 2. Next, we sample random $\widetilde{\mathbf{w}}_{2}, \widetilde{v}_{0}$ and program

$$
\widetilde{\mathbf{w}}_{2}=\mathbf{x}_{2} r_{3}+\mathbf{w}_{2}, \quad \widetilde{v}_{0}=r_{3}+v_{0}
$$

We can then rewrite sk as:

$$
\text { sk }=\left[\mathbf{x}_{1} \widetilde{\mathbf{w}}_{1}^{\top}-\left(\mathbf{x}_{1} \otimes \widetilde{\mathbf{w}}_{2} \otimes \mathbf{w}_{3}\right) \mathbf{f}^{\top}+\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes r_{3} \mathbf{w}_{3}\right) \mathbf{f}^{\top}\right]_{2},\left[\widetilde{\mathbf{w}}_{2}\right]_{2},\left[\widetilde{v}_{0}\right]_{2},\left[\mathbf{x}_{3} \alpha+\widetilde{\mathbf{v}}-\widetilde{v}_{0} \mathbf{w}_{3}+r_{3} \mathbf{w}_{3}\right]_{2}
$$

Step 3. At this point, all of the leakage on $\alpha$ comes from the following terms in $\mathrm{ct}, \mathrm{sk}$ :

$$
\begin{aligned}
& {\left[\mathbf{w}_{3}\right]_{1}} \\
& {\left[\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes r_{3} \mathbf{w}_{3}\right) \mathbf{f}^{\top}\right]_{2},\left[\mathbf{x}_{3} \alpha+r_{3} \mathbf{w}_{3}\right]_{2}}
\end{aligned}
$$

If we can argue that $\left[r_{3} \mathbf{w}_{3}\right]_{2}$ is pseudorandom, then we have

$$
\left\{\left[\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes r_{3} \mathbf{w}_{3}\right) \mathbf{f}^{\top}\right]_{2},\left[\mathbf{x}_{3} \alpha+r_{3} \mathbf{w}_{3}\right]_{2}\right\} \approx_{c}[\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \tilde{\mathbf{d}}_{4}\right) \mathbf{f}^{\top}-\overbrace{\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}\right) \mathbf{f}^{\top}}^{=0} \alpha]_{2},\left[\widetilde{\mathbf{d}}_{4}\right]_{2}, \tilde{\mathbf{d}}_{4} \leftarrow \mathbb{Z}_{p}^{n}
$$

and then we are done. Unfortunately, $\left[r_{3} \mathbf{w}_{3}\right]_{2}$ is not pseudorandom given $\left[\mathbf{w}_{3}\right]_{1}$ for the same reason DDH is false in symmetric bilinear groups; however, an analogous statement does hold if we replace $r_{3}, \mathbf{w}_{3}$ with their $k^{\prime}$-dimensional analogues $\left(k^{\prime} \geq 2\right)$. Concretely, the bilateral $k^{\prime}$-Lin assumption tells us that $\left[\mathbf{r}_{3} \mathbf{W}_{3}\right]_{2}$ is pseudorandom given $\left[\mathbf{W}_{3}\right]_{1}$, where $\mathbf{r}_{3} \leftarrow \mathbb{Z}_{p}^{k^{\prime}}, \mathbf{W}_{3} \leftarrow \mathbb{Z}_{p}^{k^{\prime} \times n}$.

Modifications. In addition to replacing $r_{3}, \mathbf{w}_{3}$ with $\mathbf{r}_{3} \leftarrow \mathbb{Z}_{p}^{k^{\prime}}, \mathbf{W}_{3} \leftarrow \mathbb{Z}_{p}^{k^{\prime} \times n}$,

- we replace $\mathbf{x}_{2} r_{3}$ in sk with $\mathbf{x}_{2} \otimes \mathbf{r}_{3}$, which in turns require increasing the width of $\mathbf{w}_{2}$ to $k^{\prime} n$ (so that $\mathbf{x}_{2} \otimes \mathbf{r}_{3}+r_{2} \mathbf{w}_{2}$ is well-defined);
- we replace $\mathbf{w}_{2} \otimes \mathbf{w}_{3}=\mathbf{w}_{2}\left(\mathbf{I}_{n} \otimes \mathbf{w}_{3}\right)$ in ct with $\mathbf{w}_{2}\left(\mathbf{I}_{n} \otimes \mathbf{W}_{3}\right)$;
- we replace $v_{0}$ with $\mathbf{v}_{0} \in \mathbb{Z}_{p}^{k^{\prime}}$.

This means that when we program $\widetilde{\mathbf{w}}_{2}=\mathbf{x}_{2} \otimes \mathbf{r}_{3}+\mathbf{w}_{2}$ in Step 2, we have $\mathbf{w}_{2}\left(\mathbf{I}_{n} \otimes\right.$ $\left.\mathbf{W}_{3}\right)=\widetilde{\mathbf{w}}_{2}\left(\mathbf{I}_{n} \otimes \mathbf{W}_{3}\right)-\mathbf{x}_{2} \otimes \mathbf{r}_{3} \mathbf{W}_{3}$, upon which we could invoke the bi-k'-Lin assumption. The case $\mathbf{f}$ is queried after $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}$ uses similar ideas, except we would instead rely on the $k^{\prime}$-Lin assumption in $\mathbb{G}_{1}$. Putting the modifications together, we arrive at the following variant of the scheme in (6):

$$
\begin{array}{lll}
\widehat{c t} & =\left[\left(\mathbf{I}_{n_{1}} \otimes \mathbf{w}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right]_{1},\left[\mathbf{W}_{3}\right]_{1},\left[\mathbf{v}_{0} \mathbf{W}_{3}+\mathbf{v}\right]_{1}, & \mathbf{W}_{3} \leftarrow \mathbb{Z}_{p}^{k^{\prime} \times n} \\
\widehat{\mathrm{sk}}=\left[\mathbf{x}_{1} \mathbf{w}_{1}^{\top}\right]_{2},\left[\mathbf{x}_{2} \otimes \mathbf{r}_{3}+\mathbf{w}_{2}\right]_{2}, & {\left[\mathbf{r}_{3}+\mathbf{v}_{0}\right]_{2},\left[\mathbf{x}_{3} \alpha+\mathbf{v}\right]_{2}} & \mathbf{r}_{3} \leftarrow \mathbb{Z}_{p}^{k^{\prime}}, r_{2} \leftarrow \mathbb{Z}_{p}^{(7)}
\end{array}
$$

In Lemma 1, we show that the above scheme hides $\alpha$ given $\widehat{c t}, \widehat{s k}$ for adaptive choices of $\mathbf{f}$ and $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}$ subject to the constraint $\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}\right) \mathbf{f}^{\top}=0$. This holds under the $k^{\prime}$-Lin assumption in $\mathbb{G}_{1}$ and the bi- $k^{\prime}$-Lin assumption.

### 2.4 Our Final CP-ABE

We now describe how we arrive at our final CP-ABE for the class of degree 3 polynomials, which achieves adaptive security against unbounded collusions under the $k$-Lin assumption in $\mathbb{G}_{1}, \mathbb{G}_{2}$ and the bilateral $k^{\prime}$-Lin assumption, where $k \geq 1, k^{\prime} \geq 2$. Following the dual system encryption methodology and the "compiler" in [13], we sample $\mathbf{A} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}, \mathbf{B} \leftarrow \mathbb{Z}_{p}^{k \times(k+1)}$ and make the following substitutions to the scheme in (5) combined with (7):

$$
\begin{aligned}
& s \mapsto \mathbf{A s}^{\top} \in \mathbb{Z}_{p}^{1 \times(k+1)}, \alpha \mapsto \mathbf{k} \in \mathbb{Z}_{p}^{k+1}, r \mapsto \mathbf{r B} \in \mathbb{Z}_{p}^{k+1} \\
& \mathbf{w}_{2} \mapsto \mathbf{W}_{2} \in \mathbb{Z}_{p}^{(k+1) \times(k+1) k^{\prime} n}, \mathbf{w}_{1}^{\top} \mapsto \mathbf{W}_{1} \in \mathbb{Z}_{p}^{(k+1) n \times(k+1)}, \\
& \mathbf{v} \mapsto \mathbf{V} \in \mathbb{Z}_{p}^{(k+1) \times(k+1) n}, \mathbf{v}_{0} \mapsto \mathbf{V}_{0} \in \mathbb{Z}_{p}^{(k+1) \times(k+1) k^{\prime}}
\end{aligned}
$$

That is, we increase the width and heights of each of $\mathbf{w}_{2}, \mathbf{w}_{1}^{\top}, \mathbf{v}, \mathbf{v}_{0}$ by a multiplicative factor of $k+1$. We refer to Section 4.1 for a complete description of the scheme.

In the security proof, we rely on the following fact: for any $m, \ell \geq 1$, with probability $1-2 / p$ over $\mathbf{c} \leftarrow \mathbb{Z}_{p}^{k+1}, \mathbf{d} \leftarrow \mathbb{Z}_{p}^{k+1}$, the matrix

$$
\left(\mathbf{I}_{m} \otimes \mathbf{d}\right) \mathbf{M}\left(\mathbf{I}_{\ell} \otimes \mathbf{c}^{\top}\right) \in \mathbb{Z}_{p}^{m \ell}
$$

is uniformly random given $\mathbf{M}\left(\mathbf{I}_{\ell} \otimes \mathbf{A}\right),\left(\mathbf{I}_{m} \otimes \mathbf{B}\right) \mathbf{M}$, where $\mathbf{M} \leftarrow \mathbb{Z}_{p}^{(k+1) m \times(k+1) \ell}$. This was first observed in [13] for the special case $m=\ell=1$. In our security reduction, we would then essentially "embed" $\mathbf{w}_{2}, \mathbf{w}_{1}^{\top}, \mathbf{v}, \mathbf{v}_{0}$ from the scheme in (7) into $\mathbf{d} \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes\right.$ $\left.\mathbf{c}^{\top}\right),\left(\mathbf{I}_{n_{1}} \otimes \mathbf{d}\right) \mathbf{W}_{1} \mathbf{c}^{\top}, \mathbf{d} \mathbf{V}\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}^{\top}\right), \mathbf{d} \mathbf{V}_{0}\left(\mathbf{I}_{k^{\prime}} \otimes \mathbf{c}^{\top}\right)$.

In the body of the paper, we consider a broader class of degree 3 polynomials over $\mathbb{Z}_{p}^{n_{1}} \times \mathbb{Z}_{p}^{n_{2}} \times \mathbb{Z}_{p}^{n_{3}}$. By varying $n_{1}, n_{2}, n_{3}$, we obtain trade-offs between ciphertext and key sizes as described in Fig 1.

### 2.5 Discussion

We describe some additional related works as well as open problems.

The GKW lower bound. Gay, Kerendis and Wee showed a $N^{1 /(d+1)}$ lower bound for information-theoretically secure conditional disclosure of secrets (CDS) protocols for broadcast encryption with degree $d$ reconstruction [17]. The scheme in (3) constitutes such a CDS scheme with $\sqrt{N}$ parameters and linear reconstruction, where the scheme in (6) constitutes a CDS scheme with computational security and $N^{1 / 3}$ parameters with quadratic reconstruction "in the exponent". Given that quadratic reconstruction seems to be the best we can hope for with bilinear maps, beating the $N^{1 / 3}$ parameter size achieved in this work for pairing-based broadcast encryption would be a remarkable break-through.
poly $(\log N)$-sized broadcast encryption. In 2014, Boneh, Waters and Zhandry constructed such a broadcast encryption scheme with poly $(\log N)$-sized parameters assuming multi-linear maps [11]. As mentioned earlier, Agrawal and Yamada [4,3] recently obtained the same result from pairings and LWE. Independently, Brakerski and

Vaikuntathan [12] presented a "lattice-inspired" candidate broadcast encryption with poly $(\log N)$-sized parameters, but they were unable to provide a reduction to LWE or any simple lattice assumption. These latter two works derived the broadcast encryption scheme as a special case of a more general result, namely CP-ABE for boolean formula/circuits over $\{0,1\}^{n}$ with poly $(n)$-sized parameters.
$N^{\mathbf{1 / 3}}$-sized traitor-tracing. Zhandry [30] recently constructed the first pairing-based traitor-tracing scheme for $N$ users with $O\left(N^{1 / 3}\right)$-sized parameters that is secure in the generic group model. While the work also constructed traitor-tracing schemes with broadcast, these additional schemes do not improve upon the state-of-the-art for broadcast encryption (see Table 1 in [30]), except for adding traitor-tracing capabilities. While Zhandry's results did motivate us to revisit the LVW conjecture regarding a $O\left(N^{1 / 3}\right)$ sized broadcast encryption scheme, the techniques there-in appear to be largely unrelated to those developed in this work. In a way, broadcast encryption is harder than traitor-tracing in that we do have poly $(\log N)$-sized traitor-tracing from just LWE [19], but not for broadcast encryption.

Open problems. We describe two open problems:

- Can we build a pairing-based CP-ABE for degree 2 polynomials with $|\mathrm{mpk}|=$ $O(n)$ and either $|\mathrm{ct}|=O(1),|\mathrm{sk}|=O(n)$ or $|\mathrm{ct}|=O(n),|\mathrm{sk}|=O(1)$ ? The former would imply a pairing-based broadcast encryption scheme for $N$ users with $|\mathrm{mpk}|=O(\sqrt{N}),|\mathrm{ct}|=O(1),|\mathrm{sk}|=O(\sqrt{N})$.
- Another important open problem is to build broadcast encryption with $O(\sqrt{N})$ sized parameters, or CP-ABE for degree 2 polynomials with $O(n)$-sized parameters from just LWE. All known approaches for LWE-based ABE has ciphertext size at least linear in the length of the attribute, which in the case of broadcast encryption means an $\Omega(N)$-sized ciphertext. Much of the prior research efforts towards LWEbased CP-ABE has focused on the class of circuits, and perhaps it would be easier to make progress by focusing on the simple class of degree 2 polynomials.

Perspective. To conclude, our results provide the first indication that we could leverage techniques and insights from FE for degree 2 polynomials to achieve surprising asymptotic efficiency improvements in the broader setting of pairing-based ABE. We are optimistic that this connection could yield further (asymptotic) efficiency improvements in other pairing-based schemes, both within ABE and beyond.

## 3 Preliminaries

Notations. We denote by $s \leftarrow S$ the fact that $s$ is picked uniformly at random from a finite set $S$. We use $\approx_{s}$ to denote two distributions being statistically indistinguishable, and $\approx_{c}$ to denote two distributions being computationally indistinguishable. We use lower case boldface to denote row vectors and upper case boldface to denote matrices. For any positive integer $N$, we use $[N]$ to denote $\{1,2, \ldots, N\}$.

Tensor product. The tensor product (Kronecker product) for matrices $\mathbf{A}=\left(a_{i, j}\right) \in$ $\mathbb{Z}^{\ell \times m}, \mathbf{B} \in \mathbb{Z}^{n \times p}$ is defined as

$$
\mathbf{A} \otimes \mathbf{B}=\left[\begin{array}{ccc}
a_{1,1} \mathbf{B}, \ldots, & a_{1, m} \mathbf{B} \\
\ldots, & \ldots, & \ldots \\
a_{\ell, 1} \mathbf{B}, \ldots, & a_{\ell, m} \mathbf{B}
\end{array}\right] \in \mathbb{Z}^{\ell n \times m p}
$$

The mixed-product property for tensor product says that

$$
(\mathbf{A} \otimes \mathbf{B})(\mathbf{C} \otimes \mathbf{D})=(\mathbf{A C}) \otimes(\mathbf{B D})
$$

A useful corollary of the mixed-product property says that for any pair of row vectors $\mathbf{u}, \mathbf{v} \in \mathbb{Z}^{n}$,

$$
\begin{aligned}
\mathbf{u} \otimes \mathbf{v} & =(\mathbf{u} \otimes 1)\left(\mathbf{I}_{n} \otimes \mathbf{v}\right)=(1 \otimes \mathbf{v})\left(\mathbf{u} \otimes \mathbf{I}_{n}\right) \\
& =\mathbf{u}\left(\mathbf{I}_{n} \otimes \mathbf{v}\right)=\mathbf{v}\left(\mathbf{u} \otimes \mathbf{I}_{n}\right)
\end{aligned}
$$

We adopt the convention that matrix multiplication takes precedence over tensor product, so that we can write $\mathbf{A} \otimes \mathbf{B C}$ to mean $\mathbf{A} \otimes(\mathbf{B C})$.

### 3.1 Prime-order Bilinear Groups

A generator $\mathcal{G}$ takes as input a security parameter $1^{\lambda}$ and outputs a description $\mathbb{G}:=$ $\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e\right)$, where $p$ is a prime of $\Theta(\lambda)$ bits, $\mathbb{G}_{1}, \mathbb{G}_{2}$ and $\mathbb{G}_{T}$ are cyclic groups of order $p$, and $e: \mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{T}$ is a non-degenerate bilinear map. We require that the group operations in $\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}$ and the bilinear map $e$ are computable in deterministic polynomial time in $\lambda$. Let $g_{1} \in \mathbb{G}_{1}, g_{2} \in \mathbb{G}_{2}$ and $g_{T}=e\left(g_{1}, g_{2}\right) \in \mathbb{G}_{T}$ be the respective generators. We employ the implicit representation of group elements: for a matrix $\mathbf{M}$ over $\mathbb{Z}_{p}$, we define $[\mathbf{M}]_{1}:=g_{1}^{\mathbf{M}},[\mathbf{M}]_{2}:=g_{2}^{\mathbf{M}},[\mathbf{M}]_{T}:=g_{T}^{\mathbf{M}}$, where exponentiation is carried out component-wise. Also, given $[\mathbf{A}]_{1},[\mathbf{B}]_{2}$, we let $e\left([\mathbf{A}]_{1},[\mathbf{B}]_{2}\right)=[\mathbf{A B}]_{T}$. We recall the matrix Diffie-Hellman (MDDH) assumption on $\mathbb{G}_{1}$ [14]:

Assumption $1\left(\mathrm{MDDH}_{k, \ell}^{d}\right.$ Assumption) Let $k, \ell, d \in \mathbb{N}$. We say that the $\operatorname{MDDH}_{k, \ell}^{d}$ assumption holds if for all PPT adversaries $\mathcal{A}$, the following advantage function is negligible in $\lambda$.

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{MDDH}_{k, \ell}^{d}}(\lambda):=\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathbb{G},[\mathbf{M}]_{1},[\mathbf{M S}]_{1}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathbb{G},[\mathbf{M}]_{1},[\mathbf{U}]_{1}\right)=1\right]\right|
$$

where $\mathbb{G}:=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}\left(1^{\lambda}\right), \mathbf{M} \leftarrow \mathbb{Z}_{p}^{\ell \times k}, \mathbf{S} \leftarrow \mathbb{Z}_{p}^{k \times d}$ and $\mathbf{U} \leftarrow \mathbb{Z}_{p}^{\ell \times d}$.
The MDDH assumption on $\mathbb{G}_{2}$ can be defined in an analogous way. Escala et al. [14] showed that

$$
k \text {-Lin } \Rightarrow \operatorname{MDDH}_{k, k+1}^{1} \Rightarrow \operatorname{MDDH}_{k, \ell}^{d} \forall k, d \geq 1, \ell>k
$$

with a tight security reduction. (In the setting where $\ell \leq k$, the $\operatorname{MDDH}_{k, \ell}^{d}$ assumption holds unconditionally.)

The bilateral MDDH assumption is defined analogously with the advantage function:

$$
\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathbb{G},[\mathbf{M}]_{1},[\mathbf{M S}]_{1},[\mathbf{M}]_{2},[\mathbf{M S}]_{2}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathbb{G},[\mathbf{M}]_{1},[\mathbf{U}]_{1},[\mathbf{M}]_{2},[\mathbf{U}]_{2}\right)=1\right]\right|
$$

Note that the bilateral MDDH and bilateral $k$-Lin assumptions are false for $k=1$. In this paper, we only require a weaker variant of the bilateral MDDH assumption, as defined with the advantage function:

$$
\left|\operatorname{Pr}\left[\mathcal{A}\left(\mathbb{G},[\mathbf{M}]_{1},[\mathbf{M}]_{2},[\mathbf{M S}]_{2}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(\mathbb{G},[\mathbf{M}]_{1},[\mathbf{M}]_{2},[\mathbf{U}]_{2}\right)=1\right]\right|
$$

### 3.2 Attribute-Based Encryption

We define attribute-based encryption in the framework of key encapsulation. A attributebased encryption scheme for a predicate $\mathrm{P}(\cdot, \cdot)$ consists of four algorithms (Setup, Enc, KeyGen, Dec):
$\operatorname{Setup}\left(1^{\lambda}, \mathcal{X}, \mathcal{Y}\right) \rightarrow(\mathrm{pp}, \mathrm{mpk}, \mathrm{msk})$. The setup algorithm gets as input the security parameter $\lambda$, the the predicate domains $\mathcal{X}, \mathcal{Y}$ and outputs the public parameter mpk , and the master key msk.
$\operatorname{Enc}(\mathrm{mpk}, x) \rightarrow(\mathrm{ct}, \kappa)$. The encryption algorithm gets as input mpk and $x \in \mathcal{X}$. It outputs a ciphertext ct and a symmetric key kem $\in\{0,1\}^{\lambda}$.
$\operatorname{KeyGen}(\mathrm{msk}, y) \rightarrow$ sk. The key generation algorithm gets as input msk and $y \in \mathcal{Y}$. It outputs a secret key sk.
$\operatorname{Dec}(\mathrm{sk}, y, \mathrm{ct}, x) \rightarrow \kappa$. The decryption algorithm gets as input $\mathrm{sk}, \mathrm{ct}, x, y$ such that $\mathrm{P}(x, y)=1$. It outputs a symmetric key kem.

In our schemes, we would actually compute kem $\in \mathbb{G}_{T}$, which can then be hashed to $\{0,1\}^{\lambda}$.

Correctness. We require that for all $(x, y) \in \mathcal{X} \times \mathcal{Y}$ such that $\mathrm{P}(x, y)=1$,

$$
\operatorname{Pr}[(\mathrm{ct}, \mathrm{kem}) \leftarrow \operatorname{Enc}(\mathrm{mpk}, x) ; \operatorname{Dec}(\mathrm{sk}, y, \mathrm{ct}, x)=\mathrm{kem})]=1
$$

where the probability is taken over (mpk, msk) $\leftarrow \operatorname{Setup}\left(1^{\lambda}, \mathcal{X}, \mathcal{Y}\right)$ and the coins of Enc.

Security definition. For a stateful adversary $\mathcal{A}$, we define the advantage function

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{ABE}}(\lambda):=\operatorname{Pr}\left[\begin{array}{l}
(\mathrm{mpk}, \mathrm{msk}) \leftarrow \operatorname{Setup}\left(1^{\lambda}, \mathcal{X}, \mathcal{Y}\right) ; \\
x \leftarrow \mathcal{A}^{\text {KeyGen(msk,.)}(\mathrm{mpk}) ;} \\
b=b^{\prime}: \\
b \leftarrow_{\mathrm{R}}\{0,1\} ; \operatorname{kem}_{1} \leftarrow_{\mathrm{R}}\{0,1\}^{\lambda} \\
\left(\mathrm{ct}, \operatorname{kem}_{0}\right) \leftarrow \operatorname{Enc}(\mathrm{mpk}, x) ; \\
b^{\prime} \leftarrow \mathcal{A}^{\text {KeyGen }(\mathrm{msk}, \cdot)}\left(\mathrm{ct}, \operatorname{kem}_{b}\right)
\end{array}\right]-\frac{1}{2}
$$

with the restriction that all queries $y$ that $\mathcal{A}$ makes to KeyGen(msk, $\cdot)$ satisfies $\mathrm{P}(x, y)=$ 0 . An attribute-based encryption scheme is adaptively secure if for all PPT adversaries $\mathcal{A}$, the advantage $\operatorname{Adv}_{\mathcal{A}}^{\mathrm{ABE}}(\lambda)$ is a negligible function in $\lambda$.

CP-ABE for degree 3 polynomials. Here,

$$
\mathcal{X}=\mathbb{Z}_{p}^{n_{1} n_{2} n_{3}}, \mathcal{Y}=\mathbb{Z}_{p}^{n_{1}} \times \mathbb{Z}_{p}^{n_{2}} \times \mathbb{Z}_{p}^{n_{3}}
$$

and

$$
\mathrm{P}\left(\mathbf{f},\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right)\right)=1 \Longleftrightarrow\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}\right) \cdot \mathbf{f}^{\top} \neq 0
$$

Broadcast Encryption. Here,

$$
\mathcal{X}=\{0,1\}^{N}, \mathcal{Y}=[N]
$$

where we think of $\{0,1\}^{N}$ as the power set of $[N]$ (i.e., set of all subsets of $[N]$ ), and

$$
\mathrm{P}(S, y)=1 \Longleftrightarrow y \in S
$$

## 4 CP-ABE for Degree 3 Polynomials

In this section, we present an adaptively secure CP-ABE for degree 3 polynomials against unbounded collusions, under the $k$-Lin assumption in $\mathbb{G}_{1}, \mathbb{G}_{2}$ and the bilateral $k^{\prime}$-Lin assumption, where $k \geq 1, k^{\prime} \geq 2$. Our scheme achieves

$$
\begin{aligned}
|\mathrm{mpk}| & =\left(k(k+1)+k(k+1)\left(n_{1}+k^{\prime} n_{2}+n_{3}\right)+k^{\prime}\right)\left|\mathbb{G}_{1}\right|+\left|\mathbb{G}_{T}\right| \\
|\mathrm{ct}| & =\left(k+1+(k+1) n_{1}+(k+1) k^{\prime} n_{3}+(k+1) n_{3}\right)\left|\mathbb{G}_{1}\right| \\
|\mathrm{sk}| & =\left(2 k+1+(k+1) k^{\prime} n_{2}+(k+1) k^{\prime}+(k+1) n_{3}\right)\left|\mathbb{G}_{2}\right|
\end{aligned}
$$

Setting $k=1, k^{\prime}=2$, we obtain

$$
|\mathrm{mpk}|=\left(2 n_{1}+4 n_{2}+2 n_{3}+4\right)\left|\mathbb{G}_{1}\right|+\left|\mathbb{G}_{T}\right|, \quad|\mathrm{ct}|=\left(2 n_{1}+6 n_{3}+2\right)\left|\mathbb{G}_{1}\right|, \quad|\mathrm{sk}|=\left(4 n_{2}+2 n_{3}+7\right)\left|\mathbb{G}_{2}\right|
$$

### 4.1 Our Scheme

- $\operatorname{Setup}\left(p, 1^{n_{1}}, 1^{n_{2}}, 1^{n_{3}}\right): \operatorname{Run} \mathbb{G}=\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e\right) \leftarrow \mathcal{G}(p)$. Sample

$$
\begin{aligned}
& \mathbf{A} \leftarrow \mathbb{Z}_{p}^{(k+1) \times k}, \mathbf{k} \leftarrow \mathbb{Z}_{p}^{k+1}, \mathbf{W}_{2} \leftarrow \mathbb{Z}_{p}^{(k+1) \times(k+1) k^{\prime} n_{2}}, \mathbf{W}_{1} \leftarrow \mathbb{Z}_{p}^{(k+1) n_{1} \times(k+1)}, \\
& \mathbf{V} \leftarrow \mathbb{Z}_{p}^{(k+1) \times(k+1) n_{3}}, \mathbf{V}_{0} \leftarrow \mathbb{Z}_{p}^{(k+1) \times(k+1) k^{\prime}}, \mathbf{B} \leftarrow \mathbb{Z}_{p}^{k \times(k+1)}
\end{aligned}
$$

For a matrix $\mathbf{M} \in \mathbb{Z}_{p}^{(k+1) m \times(k+1) \ell}$, we write $\overline{\mathbf{M}}:=\mathbf{M}\left(\mathbf{I}_{\ell} \otimes \mathbf{A}\right) \in \mathbb{Z}_{p}^{(k+1) m \times k \ell}$. In particular, we have

$$
\overline{\mathbf{k}}=\mathbf{k A}, \overline{\mathbf{W}}_{2}=\mathbf{W}_{2}\left(\mathbf{I}_{k^{\prime} n_{2}} \otimes \mathbf{A}\right), \overline{\mathbf{W}}_{1}=\mathbf{W}_{1} \mathbf{A}, \overline{\mathbf{V}}=\mathbf{V}\left(\mathbf{I}_{n_{3}} \otimes \mathbf{A}\right), \overline{\mathbf{V}}_{0}=\mathbf{V}_{0}\left(\mathbf{I}_{k^{\prime}} \otimes \mathbf{A}\right)
$$

Output

$$
\operatorname{mpk}=\left(\mathbb{G},[\mathbf{A}]_{1},[\overline{\mathbf{k}}]_{T},\left[\overline{\mathbf{W}}_{2}\right]_{1},\left[\overline{\mathbf{W}}_{1}\right]_{1},[\overline{\mathbf{V}}]_{1},\left[\overline{\mathbf{V}}_{0}\right]_{1}\right), \quad \mathrm{msk}=\left(\mathbf{k}, \mathbf{W}_{1}, \mathbf{W}_{2}, \mathbf{V}, \mathbf{V}_{0}, \mathbf{B}\right)
$$

- Enc(mpk, f): Sample

$$
\mathbf{s} \leftarrow \mathbb{Z}_{p}^{k}, \mathbf{W}_{3} \leftarrow \mathbb{Z}_{p}^{k^{\prime} \times n_{3}}
$$

and output

$$
\begin{gathered}
\mathrm{ct}=([\underbrace{\mathbf{A} \mathbf{s}^{\top}}_{\mathbf{c}_{0}^{\top}}]_{1},[\underbrace{\left(\mathbf{I}_{n_{1}} \otimes\left(\overline{\mathbf{W}}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{s}^{\top}\right)\right)\right) \mathbf{f}^{\top}+\overline{\mathbf{W}}_{1} \mathbf{s}^{\top}}_{\mathbf{c}_{1}^{\top}}]_{1}, \\
[\underbrace{\mathbf{W}_{3} \otimes \mathbf{A s}^{\top}}_{\mathbf{C}_{2}}]_{1},[\underbrace{\overline{\mathbf{V}}_{0}\left(\mathbf{W}_{3} \otimes \mathbf{s}^{\top}\right)+\overline{\mathbf{V}}\left(\mathbf{I}_{n_{3}} \otimes \mathbf{s}^{\top}\right)}_{\mathbf{C}_{3}}]_{1}), \quad \text { kem }=\left[\overline{\mathbf{k}} \mathbf{s}^{\top}\right]_{T}
\end{gathered}
$$

- KeyGen(msk, $\left.\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right)$ : Sample

$$
\mathbf{r}_{2} \leftarrow \mathbb{Z}_{p}^{k}, \mathbf{r}_{3} \leftarrow \mathbb{Z}_{p}^{(k+1) k^{\prime}}
$$

and output

$$
\text { sk }=([\underbrace{\mathbf{r}_{2} \mathbf{B}}_{\mathbf{d}_{0}}]_{2},[\underbrace{\left(\mathbf{x}_{1} \otimes \mathbf{r}_{2} \mathbf{B}\right) \mathbf{W}_{1}}_{\mathbf{d}_{1}}]_{2},[\underbrace{\mathbf{x}_{2} \otimes \mathbf{r}_{3}+\mathbf{r}_{2} \mathbf{B} \mathbf{W}_{2}}_{\mathbf{d}_{2}}]_{2},[\underbrace{\mathbf{r}_{3}+\mathbf{r}_{2} \mathbf{B V _ { 0 }}}_{\mathbf{d}_{3}}]_{2},[\underbrace{\mathbf{x}_{3} \otimes \mathbf{k}+\mathbf{r}_{2} \mathbf{B V}}_{\mathbf{d}_{4}}]_{2})
$$

- $\operatorname{Dec}\left(\mathrm{sk},\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right), \mathrm{ct}, \mathbf{f}\right):$ Output

$$
[(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \overbrace{\left(\mathbf{d}_{3} \mathbf{C}_{2}+\mathbf{d}_{4}\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}_{0}^{\top}\right)-\mathbf{d}_{0} \mathbf{C}_{3}\right)}^{\text {(i) }}) \mathbf{f}^{\top}-(\mathbf{x}_{1} \otimes \overbrace{\left(\mathbf{d}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{C}_{2}\right)\right)}^{\text {(ii) }}) \mathbf{f}^{\top}
$$

$$
+\overbrace{\left(\mathbf{x}_{1} \otimes \mathbf{d}_{0}\right) \mathbf{c}_{1}^{\top}}^{\text {(iii) }}-\overbrace{\mathbf{d}_{1} \mathbf{c}_{0}^{\top}}^{\text {(iv) }}]_{T}^{\left(\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}\right) \mathbf{f}^{\top}\right)^{-1}}
$$

where the terms in (i), (ii), (iii), (iv) are computed in $\mathbb{G}_{T}$ using the pairing.

### 4.2 Correctness

 $\overline{\mathbf{c}_{0}^{\top}=\mathbf{A}} \mathbf{s}^{\top}$ ), namely:

$$
\begin{align*}
\mathrm{ct}= & (\underbrace{\mathbf{A} \mathbf{s}^{\top}}_{\mathbf{c}_{0}^{\top}}]_{1},[\underbrace{\left(\left(\mathbf{I}_{n_{1}} \otimes \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\right)\left(\mathbf{f}^{\top} \otimes \mathbf{I}_{k+1}\right)+\mathbf{W}_{1}\right) \mathbf{c}_{0}^{\top}}_{\mathbf{c}_{1}^{\top}}]_{1}  \tag{8}\\
& {[\underbrace{\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}_{0}^{\top}\right)}_{\mathbf{C}_{2}}]_{1},[\underbrace{\left(\mathbf{V}_{0}\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)+\mathbf{V}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}_{0}^{\top}\right)}_{\mathbf{C}_{3}}]_{1}) } \\
\text { kem }= & {\left[\mathbf{k \mathbf { c } _ { 0 } ^ { \top } ] _ { T }}\right.}
\end{align*}
$$

To see that this is equivalent to the output of Enc, we will use

$$
\begin{equation*}
\left(\mathbf{I}_{k^{\prime}} \otimes \mathbf{A}\right)\left(\mathbf{W}_{3} \otimes \mathbf{s}^{\top}\right)=\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{A} \mathbf{s}^{\top}\right) \tag{9}
\end{equation*}
$$

We start with the first summand in $\mathbf{c}_{1}^{\top}$ :

$$
\begin{aligned}
(\mathbf{I}_{n_{1}} \otimes(\overbrace{\overline{\mathbf{W}}_{2}}^{=\mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{I}_{k^{\prime}} \otimes \mathbf{A}\right)}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{s}^{\top}\right))) \mathbf{f}^{\top} & =\left(\mathbf{I}_{n_{1}} \otimes \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\left(\mathbf{I}_{n_{2} n_{3}} \otimes \mathbf{A} \mathbf{s}^{\top}\right)\right) \mathbf{f}^{\top} \quad \text { using (9) } \\
& =\left(\mathbf{I}_{n_{1}} \otimes \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\right)\left(\mathbf{I}_{n_{1} n_{2} n_{3}} \otimes \mathbf{A} \mathbf{s}^{\top}\right)\left(\mathbf{f}^{\top} \otimes 1\right) \\
& =\left(\mathbf{I}_{n_{1}} \otimes \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\right)\left(\mathbf{f}^{\top} \otimes \mathbf{I}_{k+1}\right) \mathbf{A} \mathbf{s}^{\top}
\end{aligned}
$$

For the remaining terms, we have:

$$
\begin{aligned}
\overline{\mathbf{W}}_{1} \mathbf{s}^{\top} & =\mathbf{W}_{1} \mathbf{A} \mathbf{s}^{\top} \\
\overbrace{\mathbf{V}_{0}}^{\mathbf{V}_{0}\left(\mathbf{I}_{k} \otimes \mathbf{A}\right)} \mathbf{W}_{3} \otimes \mathbf{A} \mathbf{s}^{\top} & =\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{A} \mathbf{s}^{\top}\right) \\
\left(\mathbf{W}_{3} \otimes \mathbf{s}^{\top}\right) & =\left(\mathbf{V}_{0}\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\right)\left(\mathbf{I}_{n_{3}} \otimes\right. \\
\mathbf{V}\left(\mathbf{I}_{n_{3}} \otimes \mathbf{s}^{\top}\right) & =\mathbf{V}\left(\mathbf{I}_{n_{3}} \otimes \mathbf{A} \mathbf{s}^{\top}\right)
\end{aligned}
$$

Step 2. Next, we show that

```
(\mp@subsup{\mathbf{x}}{1}{}\otimes\mp@subsup{\mathbf{x}}{2}{}\otimes\mp@subsup{\mathbf{x}}{3}{})\mp@subsup{\mathbf{f}}{}{\top}\cdot\mathbf{k}\mp@subsup{\mathbf{c}}{0}{\top}
\[
=(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \overbrace{\left(\mathbf{d}_{3} \mathbf{C}_{2}+\mathbf{d}_{4}\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}_{0}^{\top}\right)-\mathbf{d}_{0} \mathbf{C}_{3}\right)}^{\text {(i) }}) \mathbf{f}^{\top}-(\mathbf{x}_{1} \otimes \overbrace{\left(\mathbf{d}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{C}_{2}\right)\right)}^{\text {(ii) }}) \mathbf{f}^{\top}+\overbrace{\left(\mathbf{x}_{1} \otimes \mathbf{d}_{0}\right) \mathbf{c}_{1}^{\top}}^{\text {(iii) }}-\overbrace{\mathbf{d}_{1} \mathbf{c}_{0}^{\top}}^{\text {(iv) }}
\]
```

This follows readily from the following calculations:

$$
\begin{aligned}
(\mathrm{i}) & =\left(\mathbf{r}_{3}+\mathbf{d}_{0} \mathbf{V}_{0}\right)\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}_{0}^{\top}\right)+\left(\mathbf{x}_{3} \otimes \mathbf{k}+\mathbf{d}_{0} \mathbf{V}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}_{0}^{\top}\right)-\mathbf{d}_{0}\left(\mathbf{V}_{0}\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)+\mathbf{V}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}_{0}^{\top}\right) \\
& =\left(\mathbf{r}_{3}\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)+\mathbf{x}_{3} \otimes \mathbf{k}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}_{0}^{\top}\right) \\
& =\mathbf{r}_{3}\left(\mathbf{W}_{3} \otimes \mathbf{c}_{0}^{\top}\right)+\mathbf{x}_{3} \otimes \mathbf{k} \mathbf{c}_{0}^{\top} \\
(\text { ii }) & =\left(\mathbf{x}_{2} \otimes \mathbf{r}_{3}+\mathbf{d}_{0} \mathbf{W}_{2}\right) \cdot\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{c}_{0}^{\top}\right) \\
& =\mathbf{x}_{2} \otimes\left(\mathbf{r}_{3}\left(\mathbf{W}_{3} \otimes \mathbf{c}_{0}^{\top}\right)\right)+\mathbf{d}_{0} \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{c}_{0}^{\top}\right) \\
\text { (iii) } & =\left(\mathbf{x}_{1} \otimes \mathbf{d}_{0}\right)\left(\left(\mathbf{I}_{n_{1}} \otimes \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\right)\left(\mathbf{f}^{\top} \otimes \mathbf{I}_{k+1}\right)+\mathbf{W}_{1}\right) \mathbf{c}_{0}^{\top} \\
& =\left(\mathbf{x}_{1} \otimes\left(\mathbf{d}_{0} \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{c}_{0}^{\top}\right)\right)\right) \mathbf{f}^{\top}+\left(\mathbf{x}_{1} \otimes \mathbf{d}_{0}\right) \mathbf{W}_{1} \mathbf{c}_{0}^{\top} \\
\text { (iv) } & =\left(\mathbf{x}_{1} \otimes \mathbf{d}_{0}\right) \mathbf{W}_{1} \mathbf{c}_{0}^{\top}
\end{aligned}
$$

and thus

$$
\begin{aligned}
& (\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \overbrace{\left(\mathbf{d}_{3} \mathbf{C}_{2}+\mathbf{d}_{4}\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}_{0}^{\top}\right)-\mathbf{d}_{0} \mathbf{C}_{3}\right)}^{\text {(i) }}) \mathbf{f}^{\top}-(\mathbf{x}_{1} \otimes \overbrace{\left(\mathbf{d}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{C}_{2}\right)\right)}^{\text {(ii) }}) \mathbf{f}^{\top}+\overbrace{\left(\mathbf{x}_{1} \otimes \mathbf{d}_{0}\right) \mathbf{c}_{1}^{\top}}^{\text {(iii) }}-\overbrace{\mathbf{d}_{1} \mathbf{c}_{0}^{\top}}^{\text {(iv) }} \\
& =\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes\left(\mathbf{r}_{3}\left(\mathbf{W}_{3} \otimes \mathbf{c}_{0}^{\top}\right)\right)\right) \cdot \mathbf{f}^{\top}+\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3} \otimes \mathbf{k \mathbf { k } _ { 0 } ^ { \top } ) \cdot \mathbf { f } ^ { \top }}\right. \\
& \quad-\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes\left(\mathbf{r}_{3}\left(\mathbf{W}_{3} \otimes \mathbf{c}_{0}^{\top}\right)\right)\right) \cdot \mathbf{f}^{\top}-\left(\mathbf{x}_{1} \otimes \mathbf{d}_{0} \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{c}_{0}^{\top}\right)\right) \cdot \mathbf{f}^{\top} \\
& \quad+\left(\mathbf{x}_{1} \otimes\left(\mathbf{d}_{0} \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{c}_{0}^{\top}\right)\right)\right) \mathbf{f}^{\top}+\left(\mathbf{x}_{1} \otimes \mathbf{d}_{0}\right) \mathbf{W}_{1} \mathbf{c}_{0}^{\top} \\
& \quad-\left(\mathbf{x}_{1} \otimes \mathbf{d}_{0}\right) \mathbf{W}_{1} \mathbf{c}_{0}^{\top}
\end{aligned}
$$

Correctness then follows readily.

### 4.3 Core of Security Proof

As described in the technical overview in Section 2.3, the core of the security of lies in proving adaptive security of the scheme in (7) where the adversary is given just a single ciphertext and a single key and no mpk and with $s=r_{2}=1$. We formalize and prove this statement next.

Given $\alpha_{0}, \alpha_{1} \in \mathbb{Z}_{p}$, we define the distribution $\mathcal{D}_{b}$ over (ct, sk) where:

$$
\begin{aligned}
& \mathrm{ct}=\left[\left(\mathbf{I}_{n_{1}} \otimes \mathbf{w}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right]_{1},\left[\mathbf{W}_{3}\right]_{1}, {\left[\mathbf{v}_{0} \mathbf{W}_{3}+\mathbf{v}\right]_{1}, } \\
&\text { sk } \left.=\left[\mathbf{x}_{3}+\mathbf{x}_{1} \mathbf{w}_{1}^{\top}\right]_{2},\left[\mathbf{x}_{2}\right]_{2},\left[\mathbf{x}_{3} \alpha_{b}+\mathbf{v}\right]_{3}+\mathbf{w}_{2}\right]_{2},
\end{aligned}
$$

and

$$
\mathbf{w}_{1} \leftarrow \mathbb{Z}_{p}^{n_{1}}, \mathbf{w}_{2} \leftarrow \mathbb{Z}_{p}^{k^{\prime} n_{2}}, \mathbf{v} \leftarrow \mathbb{Z}_{p}^{n_{3}}, \mathbf{v}_{0} \leftarrow \mathbb{Z}_{p}^{k^{\prime}}, \mathbf{W}_{3} \leftarrow \mathbb{Z}_{p}^{k^{\prime} \times n_{3}}, \mathbf{r}_{3} \leftarrow \mathbb{Z}_{p}^{k^{\prime}}
$$

and we allow adaptive choices of $\mathbf{f}$ and $\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right)$ subject to the constraint $\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes\right.$ $\left.\mathbf{x}_{3}\right) \mathbf{f}^{\top}=0$.

Lemma 1. For all $\alpha_{0}, \alpha_{1} \in \mathbb{Z}_{p}$, we have $\mathcal{D}_{0} \approx_{c} \mathcal{D}_{1}$, under the $k^{\prime}$-Lin assumption in $\mathbb{G}_{1}$ and the bi-k'-Lin assumption.

Proof. We bound the advantage of guessing $b$ given $\mathcal{D}_{b}, b \leftarrow\{0,1\}$ by a negligible function. We proceed via a case analysis, following the "doubly selective" framework [5,23]:

Case 1 (selective). $\mathbf{f}$ is queried before $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{2}$.

Step 1. We start by sampling random $\widetilde{\mathbf{w}}_{1} \leftarrow \mathbb{Z}_{p}^{n_{1}}, \widetilde{\mathbf{v}} \leftarrow \mathbb{Z}_{p}^{n_{3}}$ and programming

$$
\widetilde{\mathbf{w}}_{1}^{\top}=\left(\mathbf{I}_{n_{1}} \otimes \mathbf{w}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}, \quad \widetilde{\mathbf{v}}=\mathbf{v}_{0} \mathbf{W}_{3}+\mathbf{v}
$$

We can then rewrite ct, sk as:

$$
\begin{aligned}
& \mathrm{ct}=\left[\widetilde{\mathbf{w}}_{1}^{\top}\right]_{1},\left[\mathbf{W}_{3}\right]_{1}, \quad[\widetilde{\mathbf{v}}]_{1} \\
& \mathbf{s k}=\left[\mathbf{x}_{1} \widetilde{\mathbf{w}}_{1}^{\top}-\left(\mathbf{x}_{1} \otimes \mathbf{w}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}\right]_{2},\left[\mathbf{x}_{2} \otimes \mathbf{r}_{3}+\mathbf{w}_{2}\right]_{2},\left[\mathbf{r}_{3}+\mathbf{v}_{0}\right]_{2},\left[\mathbf{x}_{3} \alpha_{b}+\widetilde{\mathbf{v}}-\mathbf{v}_{0} \mathbf{W}_{3}\right]_{2}
\end{aligned}
$$

Step 2. Next, we sample random $\widetilde{\mathbf{w}}_{2} \leftarrow \mathbb{Z}_{p}^{k^{\prime} n_{2}}, \widetilde{\mathbf{v}}_{0} \leftarrow \mathbb{Z}_{p}^{k^{\prime}}$ and program

$$
\widetilde{\mathbf{w}}_{2}=\mathbf{x}_{2} \otimes \mathbf{r}_{3}+\mathbf{w}_{2}, \quad \widetilde{\mathbf{v}}_{0}=\mathbf{r}_{3}+\mathbf{v}_{0}
$$

We can then rewrite ct, sk as:

$$
\begin{aligned}
& \text { ct }=\left[\tilde{\mathbf{w}}_{1}^{\top}\right]_{1},\left[\mathbf{W}_{3}\right]_{1}, \quad[\widetilde{\mathbf{v}}]_{1} \\
& s k=\left[\mathbf{x}_{1} \widetilde{\mathbf{w}}_{1}^{\top}+\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{r}_{3} \mathbf{W}_{3}\right) \mathbf{f}^{\top}-\left(\mathbf{x}_{1} \otimes \widetilde{\mathbf{w}}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}\right]_{2},\left[\widetilde{\mathbf{w}}_{2}\right]_{2},\left[\widetilde{\mathbf{v}}_{0}\right]_{2},\left[\mathbf{x}_{3} \alpha_{b}+\mathbf{r}_{3} \mathbf{W}{ }_{3}+\widetilde{\mathbf{v}}-\widetilde{\mathbf{v}}_{0} \mathbf{W}_{3}\right]_{2}
\end{aligned}
$$

Step 3. Next, by the bilateral $k^{\prime}$-Lin assumption, we have:

$$
\left\{\left[\mathbf{W}_{3}\right]_{1},\left[\mathbf{r}_{3} \mathbf{W}_{3}+\mathbf{x}_{3} \alpha_{b}\right]_{2}\right\} \approx_{c}\left\{\left[\mathbf{W}_{3}\right]_{1},\left[\widetilde{\mathbf{d}}_{4}\right]_{2}\right\}, \widetilde{\mathbf{d}}_{4} \leftarrow \mathbb{Z}_{p}^{n_{3}}
$$

This means that

$$
\mathrm{sk} \approx_{c}[\mathbf{x}_{1} \widetilde{\mathbf{w}}_{1}^{\top}+\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \widetilde{\mathbf{d}}_{4}\right) \mathbf{f}^{\top}-\overbrace{\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}\right) \mathbf{f}^{\top} \alpha_{b}}^{=0}-\left(\mathbf{x}_{1} \otimes \widetilde{\mathbf{w}}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}]_{2},\left[\widetilde{\mathbf{w}}_{2}\right]_{2},\left[\widetilde{\mathbf{v}}_{0}\right]_{2},\left[\widetilde{\mathbf{d}}_{4}+\widetilde{\mathbf{v}}-\widetilde{\mathbf{v}}_{0} \mathbf{W}\right.
$$

That is, the distribution $\mathcal{D}_{b}$ is computationally indistinguishable from:

$$
\begin{array}{ll}
\mathrm{ct}=\left[\widetilde{\mathbf{w}}_{1}^{\top}\right]_{1},\left[\mathbf{W}_{3}\right]_{1}, & {[\widetilde{\mathbf{v}}]_{1}} \\
\mathrm{sk} & =\left[\mathbf{x}_{1} \widetilde{\mathbf{w}}_{1}^{\top}+\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \widetilde{\mathbf{d}}_{4}\right) \mathbf{f}^{\top}-\left(\mathbf{x}_{1} \otimes \widetilde{\mathbf{w}}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}\right]_{2},\left[\widetilde{\mathbf{w}}_{2}\right]_{2},\left[\widetilde{\mathbf{v}}_{0}\right]_{2},\left[\widetilde{\mathbf{d}}_{4}+\widetilde{\mathbf{v}}-\widetilde{\mathbf{v}}_{0} \mathbf{W}_{3}\right]_{2}
\end{array}
$$

which is independent of the bit $b$.

Case 2: (co-selective). $\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{2}$ is queried before f .


$$
\widetilde{\mathbf{w}}_{2}=\mathbf{x}_{2} \otimes \mathbf{r}_{3}+\mathbf{w}_{2}, \quad \widetilde{\mathbf{v}}_{0}=\mathbf{r}_{3}+\mathbf{v}_{0}, \quad \widetilde{\mathbf{v}}=\mathbf{x}_{3} \alpha_{b}+\mathbf{v}
$$

We can then rewrite ct, sk as:

$$
\left.\begin{array}{rl}
\mathrm{ct} & =\left[-\left(\mathbf{I}_{n_{1}} \otimes \mathbf{x}_{2} \otimes \mathbf{r}_{3} \mathbf{W}_{3}\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}+\left(\mathbf{I}_{n_{1}} \otimes \widetilde{\mathbf{w}}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}\right]_{1},\left[\mathbf{W}_{3}\right]_{1},\left[-\left(\mathbf{r}_{3} \mathbf{W}_{3}+\mathbf{x}_{3} \alpha_{b}\right)+\widetilde{\mathbf{v}}_{0} \mathbf{W}_{3}+\widetilde{\mathbf{v}}\right]_{1} \\
\mathrm{sk} & =\left[\mathbf{x}_{1} \mathbf{w}_{1}^{\top}\right]_{2},\left[\widetilde{\mathbf{w}}_{2}\right]_{2},
\end{array}\right]\left[\widetilde{\mathbf{v}}_{0}\right]_{2},[\widetilde{\mathbf{v}}]_{2}, ~ l
$$

Step 2. Next, by the $k^{\prime}$-Lin assumption in $\mathbb{G}_{1}$, we have:

$$
\left\{\left[\mathbf{W}_{3}\right]_{1},\left[\mathbf{r}_{3} \mathbf{W}_{3}+\mathbf{x}_{3} \alpha_{b}\right]_{1}\right\} \approx_{c}\left\{\left[\mathbf{W}_{3}\right]_{1},\left[\widetilde{\mathbf{c}}_{3}\right]_{1}\right\}, \widetilde{\mathbf{c}}_{3} \leftarrow \mathbb{Z}_{p}^{n_{3}}
$$

This means that
$\operatorname{ct} \approx_{c}\left[\left(\mathbf{I}_{n_{1}} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3} \alpha_{b}\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}-\left(\mathbf{I}_{n_{1}} \otimes \mathbf{x}_{2} \otimes \widetilde{\mathbf{c}}_{3}\right) \mathbf{f}^{\top}+\left(\mathbf{I}_{n_{1}} \otimes \widetilde{\mathbf{w}}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}\right]_{1},\left[\mathbf{W}_{3}\right]_{1},\left[-\widetilde{\mathbf{c}}_{3}+\widetilde{\mathbf{v}}_{0} \mathbf{W}_{3}+\widetilde{\mathbf{v}}\right]_{1}$
Step 3. At this point, the view of the adversary is given by:

$$
\begin{aligned}
& \mathrm{ct}=\left[\left(\mathbf{I}_{n_{1}} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3} \alpha_{b}\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right. \\
& \mathrm{sk}=\left[\mathbf{I}_{n_{1}} \otimes \mathbf{x}_{2} \otimes \widetilde{\mathbf{c}}_{3}\right) \mathbf{f}^{\top}+\left(\mathbf{x}_{n_{1}} \mathbf{w}_{1}^{\top}\right]_{2},\left[\widetilde{\mathbf{w}}_{2}\right]_{2}, \\
&\left.\left.\left.\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}\right]_{1},\left[\mathbf{W}_{3}\right]_{1},\left[-\widetilde{\mathbf{c}}_{3}+\widetilde{\mathbf{v}}_{0} \mathbf{W}_{3}+\widetilde{\mathbf{v}}\right]_{1} \\
& {\left[\widetilde{\mathbf{v}}_{0}\right]_{2},[\widetilde{\mathbf{v}}]_{2} }
\end{aligned}
$$

where all of the leakage on $\alpha_{b}$ comes from the boxed terms. We claim that the advantage of the adversary is 0 here. It suffices to prove this for the case $\mathbf{f}$ is fixed in advance; then, a random guessing (also referred to as complexity leveraging) argument tells us that the advantage is still 0 even for an adaptively chosen $\mathbf{f}$.

Sample a random $\widetilde{\mathbf{w}}_{1} \leftarrow \mathbb{Z}_{p}^{n_{1}}$ and program

$$
\widetilde{\mathbf{w}}_{1}=\left(\mathbf{I}_{n_{1}} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3} \alpha_{b}\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}
$$

Then, we can write

$$
\mathbf{x}_{1} \mathbf{w}_{1}^{\top}=\mathbf{x}_{1} \widetilde{\mathbf{w}}_{1}^{\top}-\mathbf{x}_{1}\left(\mathbf{I}_{n_{1}} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3} \alpha_{b}\right) \mathbf{f}^{\top}=\mathbf{x}_{1} \widetilde{\mathbf{w}}_{1}^{\top}-\overbrace{\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}\right) \mathbf{f}^{\top}}^{=0} \alpha_{b}
$$

This means that the view of the adversary (for a fixed $\mathbf{f}$ ) is identically distributed to

$$
\begin{aligned}
\mathrm{ct} & =\left[\widetilde{\mathbf{w}}_{1}^{\top}-\left(\mathbf{I}_{n_{1}} \otimes \mathbf{x}_{2} \otimes \widetilde{\mathbf{c}}_{3}\right) \mathbf{f}^{\top}+\left(\mathbf{I}_{n_{1}} \otimes \widetilde{\mathbf{w}}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}\right]_{1},\left[\mathbf{W}_{3}\right]_{1}, \\
\mathrm{sk} & =\left[-\widetilde{\mathbf{c}}_{3}+\widetilde{\mathbf{v}}_{0} \mathbf{W}_{3}+\widetilde{\mathbf{v}}\right]_{1} \\
\left.\mathbf{x}_{1} \widetilde{\mathbf{w}}_{1}^{\top}\right]_{2},\left[\widetilde{\mathbf{w}}_{2}\right]_{2}, & {\left[\widetilde{\mathbf{v}}_{0}\right]_{2},[\widetilde{\mathbf{v}}]_{2} }
\end{aligned}
$$

The above distribution is independent of the bit $b$, and hence the advantage is 0 .

### 4.4 Security Proof

The rest of the proof is a routine application of the dual system encryption methodology [27,22,23,28,5,13], apart from the substitutions in (11), which slightly generalizes that in [13], as described at the end of Section 2.4.

Auxiliary distributions. We define the following additional ciphertext and key distributions used in the security proof. Sample $\delta \leftarrow \mathbb{Z}_{p}$.

- ( $\hat{\mathrm{ct}}, \mathrm{kem}$ ) is the same as (ct, kem) in (8), except we replace $\mathbf{A} \mathbf{s}^{\top}$ with $\mathbf{c}^{\top} \leftarrow \mathbb{Z}_{p}^{(k+1) \times 1}$ :

$$
\begin{aligned}
\hat{\mathrm{ct}}= & \left(\left[\mathbf{c}^{\top}\right]_{1},\left[\left(\left(\mathbf{I}_{n_{1}} \otimes \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\right)\left(\mathbf{f}^{\top} \otimes \mathbf{I}_{k+1}\right)+\mathbf{W}_{1}\right) \mathbf{c}^{\top}\right]_{1},\right. \\
& {\left.\left[\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}^{\top}\right)\right]_{1},\left[\left(\mathbf{V}_{0}\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)+\mathbf{V}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}^{\top}\right)\right]_{1}\right) } \\
\hat{\mathrm{kem}}= & {\left[\mathbf{k} \mathbf{c}^{\top}\right]_{T} }
\end{aligned}
$$

Henceforth, let $\mathbf{a}^{\perp} \in \mathbb{Z}_{p}^{k+1}$ satisfying $\mathbf{a}^{\perp} \cdot \mathbf{A}=\mathbf{0}, \mathbf{a}^{\perp} \cdot \mathbf{c}^{\top}=1$, which exists with probability $1-1 / p$ over $\mathbf{c}$.
$-\hat{s k}$ is the same as sk except we replace $\mathbf{k}$ with $\mathbf{k}+\delta \mathbf{a}^{\perp}$ :

$$
\hat{\mathrm{sk}}=([\underbrace{\mathbf{r}_{2} \mathbf{B}}_{\mathbf{d}_{0}}]_{2},[\underbrace{\left(\mathbf{x}_{1} \otimes \mathbf{r}_{2} \mathbf{B}\right) \mathbf{W}_{1}}_{\mathbf{d}_{1}}]_{2},[\underbrace{\mathbf{x}_{2} \otimes \mathbf{r}_{3}+\mathbf{r}_{2} \mathbf{B} \mathbf{W}_{2}}_{\mathbf{d}_{2}}]_{2},[\underbrace{\mathbf{r}_{3}+\mathbf{r}_{2} \mathbf{B V _ { 0 }}}_{\mathbf{d}_{3}}]_{2},[\underbrace{\mathbf{x}_{3} \otimes\left(\mathbf{k}+\delta \mathbf{a}^{\perp}\right)+\mathbf{r}_{2} \mathbf{B V}}_{\mathbf{d}_{4}}]_{2})
$$

- sk[1] is the same as sk except we replace $\mathbf{r}_{2} \mathbf{B}$ with $\mathbf{d} \leftarrow \mathbb{Z}_{p}^{k+1}$ :

$$
\mathrm{sk}[1]=([\underbrace{\mathbf{d}}_{\mathbf{d}_{0}}]_{2},[\underbrace{\left(\mathbf{x}_{1} \otimes \mathbf{d}\right) \mathbf{W}_{1}}_{\mathbf{d}_{1}}]_{2},[\underbrace{\mathbf{x}_{2} \otimes \mathbf{r}_{3}+\mathbf{d} \mathbf{W}_{2}}_{\mathbf{d}_{2}}]_{2},[\underbrace{\mathbf{r}_{3}+\mathbf{d} \mathbf{V}_{0}}_{\mathbf{d}_{3}}]_{2},[\underbrace{\mathbf{x}_{3} \otimes \mathbf{k}+\mathbf{d V}}_{\mathbf{d}_{4}}]_{2})
$$

- $\operatorname{sk}[2]$ is the same as $s k[1]$ except we replace $\mathbf{k}$ with $\mathbf{k}+\delta \mathbf{a}^{\perp}$ :

$$
\operatorname{sk}[2]=([\underbrace{\mathbf{d}}_{\mathbf{d}_{0}}]_{2},[\underbrace{\left(\mathbf{x}_{1} \otimes \mathbf{d}\right) \mathbf{W}_{1}}_{\mathbf{d}_{1}}]_{2},[\underbrace{\mathbf{x}_{2} \otimes \mathbf{r}_{3}+\mathbf{d} \mathbf{W}_{2}}_{\mathbf{d}_{2}}]_{2},[\underbrace{\mathbf{r}_{3}+\mathbf{d} \mathbf{V}_{0}}_{\mathbf{d}_{3}}]_{2},[\underbrace{\mathbf{x}_{3} \otimes\left(\mathbf{k}+\delta \mathbf{a}^{\perp}\right)+\mathbf{d V}}_{\mathbf{d}_{4}}]_{2})
$$

Following the terminology in prior works, ( $\hat{\mathrm{ct}}, \hat{\mathrm{kem}}$ ) is the semi-functional (SF) ciphertext; $\hat{s k}$ is the SF secret key; $\mathrm{sk}[1]$ is the pseudo-normal secret key, and $s \mathrm{k}[2]$ is the pseudo-SF secret key.

Game sequence. We present a series of games. We write $\operatorname{Adv}_{\mathrm{xx}}$ to denote the advantage of $\mathcal{A}$ in Game $_{\mathrm{xx}}$. Suppose $\mathcal{A}$ makes $q$ queries to KeyGen: let $\left(\mathbf{x}_{1}^{i}, \mathbf{x}_{2}^{i}, \mathbf{x}_{3}^{i}\right)$ denote the $i$ 'th query, and let one of $\mathrm{sk}^{i}, \mathrm{sk}^{i}[1], \mathrm{sk}^{i}[2], \hat{\mathrm{sk}}^{i}$ denote the $i$ 'th key.

- Game 0 : is the real security game.
- Game 1 : is the same as Game ${ }_{0}$ except we replace (ct, kem) with ( $\hat{c t}, \hat{k e m}$ ).
- Game $_{2, i}$ for $i=1, \ldots, q$ : is the same as Game ${ }_{1}$, except the first $i-1$ keys are given by $\hat{\mathrm{sk}}^{1}, \ldots, \hat{\mathrm{sk}}^{i-1}$ (semi-functional) and the last $q-i$ keys are given by $\mathrm{sk}^{i+1}, \ldots, \mathrm{sk}^{q}$ (normal). There are 4 sub-games, where the $i$ 'th key transitions from $\mathrm{sk}^{i}$ in $\mathrm{Game}_{2 . i .0}$, to $\mathrm{sk}^{i}[1]$ in $\mathrm{Game}_{2 . i .1}$, to sk ${ }^{i}[2]$ in $\mathrm{Game}_{2 . i .2}$, to $\hat{\mathrm{sk}}^{i}$ in $\mathrm{Game}_{2 . i .3}$. Note that $\mathrm{Game}_{1}=\mathrm{Game}_{2.1 .0}$ and Game $2 . i .3=$ Game $_{2 .(i+1) .0}$.
- Game ${ }_{3}$ : is the same as Game $_{2, q, 3}$, except that $\operatorname{kem}_{0} \leftarrow_{\mathrm{R}} \mathbb{G}_{T}$.

In $G_{a m e}^{3}$, the view of $\mathcal{A}$ is statistically independent of the challenge bit $b$. Hence, $\mathrm{Adv}_{3}=0$. We complete the proof by establishing the following claims:

Game $_{\mathbf{0}} \approx_{\boldsymbol{c}} \mathbf{G a m e}_{\mathbf{1}}$. This follows readily from the $k$-Lin assumption in $\mathbb{G}_{1}$, where the reduction on input $[\mathbf{A}]_{1},\left[\mathbf{c}_{0}\right]_{1}$ where $\mathbf{c}_{0}^{\top} \in\left\{\mathbf{A} \mathbf{s}^{\top}, \mathbf{c}^{\top}\right\}, \mathbf{c} \leftarrow \mathbb{Z}_{p}^{k+1}$ :

- runs the honest Setup to generate all the terms in (mpk, msk) apart from $\mathbf{A}$;
- uses msk, $\mathbf{c}_{0}^{\top}$ to compute the challenge ciphertext and KEM:

$$
\begin{aligned}
& \left(\left[\mathbf{c}_{0}^{\top}\right]_{1},\left[\left(\left(\mathbf{I}_{n_{1}} \otimes \mathbf{W}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\right)\left(\mathbf{f}^{\top} \otimes \mathbf{I}_{k+1}\right)+\mathbf{W}_{1}\right) \mathbf{c}_{0}^{\top}\right]_{1}\right. \\
& \left.\quad\left[\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}_{0}^{\top}\right)\right]_{1},\left[\left(\mathbf{V}_{0}\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)+\mathbf{V}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}_{0}^{\top}\right)\right]_{1}\right) \\
& {\left[\mathbf{k \mathbf { c } _ { 0 } ^ { \top } ] _ { T }}\right.}
\end{aligned}
$$

By (8), this is (ct, kem) when $\mathbf{c}_{0}^{\top}=\mathbf{A} \mathbf{s}^{\top}$, and ( $\hat{\mathrm{ct}}, \hat{\mathrm{kem})}$ when $\mathbf{c}_{0}^{\top}=\mathbf{c}^{\top}$;

- uses msk to simulate the KeyGen oracle.

Game $_{2 . i .0} \approx_{c} \mathbf{G a m e}_{2 . i .1}, \mathbf{G a m e}_{2 . i .2} \approx_{c} \mathbf{G a m e}_{2 . i .3}$. This follows readily from the $k$-Lin assumption in $\mathbb{G}_{2}$, where the reduction on input $[\mathbf{B}]_{1},\left[\mathbf{d}_{0}\right]_{1}$ where $\mathbf{d}_{0} \in$ $\{\mathbf{r B}, \mathbf{d}\}, \mathbf{d} \leftarrow \mathbb{Z}_{p}^{k+1}:$

- runs the honest Setup to generate all the terms in (mpk, msk) apart from B;
- samples a random $\delta \in \mathbb{Z}_{p}$;
- samples a random $\mathbf{c} \leftarrow \mathbb{Z}_{p}^{k+1}$ and uses msk, $\mathbf{c}$ to compute the challenge ciphertext using (8);
- uses msk and $\delta$ to generate the first $i-1$ keys $\hat{\mathrm{sk}}^{1}, \ldots, \hat{\mathrm{sk}}^{i-1}$ and the last $q-i$ keys $\mathrm{sk}^{i+1}, \ldots, \mathrm{sk}^{q}$;
- computes the $i$ 'th key using $\left[\mathbf{d}_{0}\right]$ and msk, $\delta$ using:
$\left(\left[\mathbf{d}_{0}\right]_{2},\left[\left(\mathbf{x}_{1}^{i} \otimes \mathbf{d}_{0}\right) \mathbf{W}_{1}\right]_{2},\left[\mathbf{x}_{2}^{i} \otimes \mathbf{r}_{3}+\mathbf{d}_{0} \mathbf{W}_{2}\right]_{2},\left[\mathbf{r}_{3}+\mathbf{d}_{0} \mathbf{V}_{0}\right]_{2},\left[\mathbf{x}_{3}^{i} \otimes \mathbf{k}+\mathbf{d}_{0} \mathbf{V}\right]_{2}\right)$
This is $s k^{i}$ when $\mathbf{d}_{0}=\mathbf{r B}$, and $\mathrm{sk}^{i}[1]$ when $\mathbf{d}_{0}=\mathbf{d}$.

Game $_{\mathbf{2 . i . 1}} \approx_{c}$ Game $_{\mathbf{2 . i . 2}}$. To prove Game ${ }_{2 . i .1} \approx_{c}$ Game $_{2 . i .2}$, it suffices to show

$$
\begin{equation*}
\left(\mathrm{aux}, \hat{\mathrm{ct}}, \mathrm{sk}^{i}[1]\right) \approx_{c}\left(\mathrm{aux}, \hat{\mathrm{ct}}, \mathrm{sk}^{i}[2]\right) \tag{10}
\end{equation*}
$$

where

$$
\begin{aligned}
& \text { aux }:=(\mathbb{G}, \mathbf{A}, \mathbf{c}, \mathbf{B}, \mathbf{k}, \delta, \overline{\mathbf{W}}_{2}, \\
& \mathbf{B W}_{1}, \overline{\mathbf{V}}, \quad \overline{\mathbf{V}}_{0} \\
&\left.\left(\mathbf{I}_{n_{1}} \otimes \mathbf{B}\right) \mathbf{W}_{1}, \mathbf{B V}, \mathbf{B V}_{0}\right)
\end{aligned}
$$

This is because given aux, we can compute mpk, kem as well as both sk (for the last $q-i$ key queries) and sk (for the first $i-1$ key queries).

- To compute sk, we sample $\mathbf{r}_{2} \leftarrow \mathbb{Z}_{p}^{k}, \mathbf{r}_{3} \leftarrow \mathbb{Z}_{p}^{(k+1) k^{\prime}}$ and output

$$
\text { sk }=([\underbrace{\mathbf{r}_{2} \mathbf{B}}_{\mathbf{d}_{0}}]_{2},[\underbrace{\left(\mathbf{x}_{1} \otimes \mathbf{r}_{2}\right) \cdot\left(\mathbf{I}_{n_{1}} \otimes \mathbf{B}\right) \mathbf{W}_{1}}_{\mathbf{d}_{1}}]_{2},[\underbrace{\mathbf{x}_{2} \otimes \mathbf{r}_{3}+\mathbf{r}_{2} \cdot \mathbf{B} \mathbf{W}_{2}}_{\mathbf{d}_{2}}]_{2},[\underbrace{\mathbf{r}_{3}+\mathbf{r}_{2} \cdot \mathbf{B} \mathbf{V}_{0}}_{\mathbf{d}_{3}}]_{2},[\underbrace{\mathbf{x}_{3} \otimes \mathbf{k}+\mathbf{r}_{2} \cdot \mathbf{B V}}_{\mathbf{d}_{4}}]_{2})
$$

- To compute $\hat{k k}$, we would first compute $\mathbf{a}^{\perp}$ given $\mathbf{A}, \mathbf{c}$, and then proceed as in $s k$, except we replace $\mathbf{k}$ with $\mathbf{k}+\delta \mathbf{a}^{\perp}$.

We proceed to prove (10) using Lemma 1 . Henceforth, let $\mathbf{b}^{\perp} \in \mathbb{Z}_{p}^{k+1}$ satisfying $\mathbf{B} \cdot \mathbf{b}^{\perp^{\top}}=\mathbf{0}, \mathbf{d} \cdot \mathbf{b}^{\perp^{\top}}=1$, which exists with probability $1-1 / p$ over $\mathbf{d}$, where $[\mathbf{d}]_{2}$ is the first component of $\mathrm{sk}^{i}[1]$ and $\mathrm{sk}^{i}[2]$. Sample

$$
\begin{array}{lll}
\mathbf{W}_{1}^{\prime} \leftarrow \mathbb{Z}_{p}^{(k+1) n_{1} \times(k+1)}, \mathbf{W}_{2}^{\prime} \leftarrow \mathbb{Z}_{p}^{(k+1) \times(k+1) k^{\prime} n_{2}}, \mathbf{V}^{\prime} \leftarrow \mathbb{Z}_{p}^{(k+1) \times(k+1) n_{3}}, \mathbf{V}_{0}^{\prime} \leftarrow \mathbb{Z}_{p}^{(k+1) \times(k+1) k^{\prime}} \\
\mathbf{w}_{1} \leftarrow \mathbb{Z}_{p}^{n_{1}}, & \mathbf{w}_{2} \leftarrow \mathbb{Z}_{p}^{k^{\prime} n_{2}}, & \mathbf{v} \leftarrow \mathbb{Z}_{0} \leftarrow \mathbb{Z}_{p}^{k^{\prime}}, \\
\mathbf{k}^{\prime} \leftarrow \mathbb{Z}_{p}^{k+1}, & \mathbf{r}_{3}^{\prime} \leftarrow \mathbb{Z}_{p}^{(k+1) k^{\prime}} & \\
\alpha \leftarrow \mathbb{Z}_{p}, & \mathbf{r}_{3} \leftarrow \mathbb{Z}_{p}^{k^{\prime}} &
\end{array}
$$

and substitute

$$
\begin{align*}
\mathbf{W}_{1} & \mapsto \mathbf{W}_{1}^{\prime}+\left(\mathbf{I}_{n_{1}} \otimes \mathbf{b}^{\perp^{\top}}\right) \cdot \mathbf{w}_{1}^{\top} \cdot \mathbf{a}^{\perp}  \tag{11}\\
\mathbf{W}_{2} & \mapsto \mathbf{W}_{2}^{\prime}+\mathbf{b}^{\perp^{\top}} \cdot \mathbf{w}_{2} \cdot\left(\mathbf{I}_{n_{2}} \otimes \mathbf{a}^{\perp}\right) \\
\mathbf{V} & \mapsto \mathbf{V}^{\prime}+\mathbf{b}^{{ }^{\top}} \cdot \mathbf{v} \cdot\left(\mathbf{I}_{n_{3}} \otimes \mathbf{a}^{\perp}\right) \\
\mathbf{V}_{0} & \mapsto \mathbf{V}_{0}^{\prime}+\mathbf{b}^{\perp^{\top}} \cdot \mathbf{v}_{0} \cdot\left(\mathbf{I}_{k^{\prime}} \otimes \mathbf{a}^{\perp}\right) \\
\mathbf{k} & \mapsto \mathbf{k}^{\prime}+\alpha \cdot \mathbf{a}^{\perp} \\
\mathbf{r}_{3} & \mapsto \mathbf{r}_{3}^{\prime}+\mathbf{r}_{3}\left(\mathbf{I}_{k^{\prime}} \otimes \mathbf{a}^{\perp}\right)
\end{align*}
$$

where in the last line, we have $\mathbf{r}_{3} \in \mathbb{Z}_{p}^{(k+1) k^{\prime}}$ on the left, and $\mathbf{r}_{3} \in \mathbb{Z}_{p}^{k^{\prime}}$ on the right. We can then write

$$
\left.\left.\begin{array}{rl}
\operatorname{aux}=\left(\mathbb{G}, \mathbf{A}, \mathbf{c}, \mathbf{B}, \mathbf{k}, \overline{\mathbf{W}}_{2}^{\prime}, \overline{\mathbf{W}}_{1}^{\prime},\right. & \overline{\mathbf{V}}^{\prime}, \\
\mathbf{B W}_{2}^{\prime}, & \overline{\mathbf{V}}_{0}^{\prime} \\
\mathbf{I}_{1}
\end{array} \otimes \mathbf{B}\right) \mathbf{W}_{1}^{\prime}, \mathbf{B V}^{\prime}, \mathbf{B V}_{0}^{\prime}\right) .
$$

and

$$
\begin{aligned}
& \hat{\mathrm{ct}}=\left[\mathbf{c}^{\top}\right]_{1},\left[\left(\left(\mathbf{I}_{n_{1}} \otimes \mathbf{W}_{2}^{\prime}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)\right)\left(\mathbf{f}^{\top} \otimes \mathbf{I}_{k+1}\right)+\mathbf{W}_{1}^{\prime}\right) \mathbf{c}^{\top}\right. \\
& \left.\left.+\left(\mathbf{I}_{n_{1}} \otimes \mathbf{b}^{\perp^{\top}}\right) \cdot\left(\left[\mathbf{I}_{n_{1}} \otimes \mathbf{w}_{2}\left(\mathbf{I}_{n_{2}} \otimes \mathbf{W}_{3}\right)\right) \mathbf{f}^{\top}+\mathbf{w}_{1}^{\top}\right)\right]\right]_{1}, \\
& {\left[\left(\boxed{\mathbf{W}_{3}} \otimes \mathbf{I}_{k+1}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}^{\top}\right)\right]_{1},\left[\left(\mathbf{V}_{0}^{\prime}\left(\mathbf{W}_{3} \otimes \mathbf{I}_{k+1}\right)+\mathbf{V}^{\prime}\right)\left(\mathbf{I}_{n_{3}} \otimes \mathbf{c}^{\top}\right)+\mathbf{b}^{\perp^{\top}} \cdot\left(\mathbf{v}_{0} \mathbf{W}_{3}+\mathbf{v}\right)\right]_{1}} \\
& \hat{\text { kem }}=\left[\mathbf{k}^{\prime} \mathbf{c}^{\top}+\alpha\right]_{T} \\
& \mathrm{sk}^{i}[1]=[\mathbf{d}]_{2},\left[\left(\mathbf{x}_{1}^{i} \otimes \mathbf{d}\right) \mathbf{W}_{1}^{\prime}+\mathbf{x}_{1}^{i} \mathbf{w}_{1}^{\top} \cdot \mathbf{a}^{\perp}\right]_{2} \\
& {\left[\mathbf{x}_{2}^{i} \otimes \mathbf{r}_{3}^{\prime}+\mathbf{d} \mathbf{W}_{2}^{\prime}+\left(\mathbf{x}_{2}^{i} \otimes \mathbf{r}_{3}+\mathbf{w}_{2}\right) \cdot\left(\mathbf{I}_{n_{2}} \otimes \mathbf{a}^{\perp}\right)\right]_{2},} \\
& {\left[\mathbf{r}_{3}^{\prime}+\mathbf{d} \mathbf{V}_{0}^{\prime}+\left(\underline{\mathbf{r}_{3}+\mathbf{v}_{0}}\right) \cdot\left(\mathbf{I}_{k^{\prime}} \otimes \mathbf{a}^{\perp}\right)\right]_{2},} \\
& {\left[\mathbf{x}_{3}^{i} \otimes \mathbf{k}^{\prime}+\mathbf{d} \mathbf{V}^{\prime}+\left(\boxed{\mathbf{x}_{3}^{i} \alpha+\mathbf{v}}\right) \cdot\left(\mathbf{I}_{n_{3}} \otimes \mathbf{a}^{\perp}\right)\right]_{2}} \\
& \left.\mathrm{sk}^{i}[2]=[\mathbf{d}]_{2},\left[\left(\mathbf{x}_{1}^{i} \otimes \mathbf{d}\right) \mathbf{W}_{1}^{\prime}+\mathbf{x}_{1}^{i} \mathbf{w}_{1}^{\top}\right] \cdot \mathbf{a}^{\perp}\right]_{2} \\
& {\left[\mathbf{x}_{2}^{i} \otimes \mathbf{r}_{3}^{\prime}+\mathbf{d} \mathbf{W}_{2}^{\prime}+\left(\mathbf{x}_{2}^{i} \otimes \mathbf{r}_{3}+\mathbf{w}_{2}\right) \cdot\left(\mathbf{I}_{n_{2}} \otimes \mathbf{a}^{\perp}\right)\right]_{2},} \\
& {\left[\mathbf{r}_{3}^{\prime}+\mathbf{d} \mathbf{V}_{0}^{\prime}+\left(\overline{\mathbf{r}_{3}+\mathbf{v}_{0}}\right) \cdot\left(\mathbf{I}_{k^{\prime}} \otimes \mathbf{a}^{\perp}\right)\right]_{2},} \\
& {\left[\mathbf{x}_{3}^{i} \otimes \mathbf{k}^{\prime}+\mathbf{d} \mathbf{V}^{\prime}+\left(\boxed{\mathbf{x}_{3}^{i}(\alpha+\delta)+\mathbf{v}}\right) \cdot\left(\mathbf{I}_{n_{3}} \otimes \mathbf{a}^{\perp}\right)\right]_{2}}
\end{aligned}
$$

Given the boxed terms together with ( $\left.\mathbf{c}, \mathbf{d}, \mathbf{W}_{1}^{\prime}, \mathbf{W}_{2}^{\prime}, \mathbf{V}^{\prime}, \mathbf{V}_{0}^{\prime}, \mathbf{k}^{\prime}, \alpha, \mathbf{a}^{\perp}, \mathbf{b}^{\perp}, \delta, \mathbf{r}_{3}^{\prime}\right)$, we can simulate $\hat{c t}, \mathrm{sk}^{i}[1], \mathrm{sk}^{i}[2]$ as well as aux. Therefore, it suffices to show that the boxed terms in Game ${ }_{2 . i .1}$ and $\mathrm{Game}_{2 . i .2}$ are computationally indistinguishable, which follows from Lemma 1. Concretely, the reduction on input (ct, sk) from $\mathcal{D}_{b}$ corresponding to $\mathbf{f}$ and $\left(\mathbf{x}_{1}^{i}, \mathbf{x}_{2}^{i}, \mathbf{x}_{3}^{i}\right)$ and where $\alpha_{0}=\alpha, \alpha_{1}=\alpha+\delta$ :

1. samples random $\mathbf{A}, \mathbf{B}, \mathbf{c}, \mathbf{d}, \mathbf{W}_{1}^{\prime}, \mathbf{W}_{2}^{\prime}, \mathbf{V}^{\prime}, \mathbf{V}_{0}^{\prime}, \mathbf{k}^{\prime}, \alpha, \delta, \mathbf{r}_{3}^{\prime}$, and call these values aux';
2. computes $\mathbf{a}^{\perp}, \mathbf{b}^{\perp}$ using $\mathbf{A}, \mathbf{c}, \mathbf{B}, \mathbf{d}$;
3. computes aux using aux $, \mathbf{a}^{\perp}, \mathbf{b}^{\perp}$, which it then uses to compute $m p k$ as well as the first $i-1$ and the last $q-i$ key queries;
4. computes $\hat{c t}$ by using ct from $\mathcal{D}_{b}$ for the boxed terms, and computing the remaining non-boxed terms using aux $, \mathbf{a}^{\perp}, \mathbf{b}^{\perp}$;
5. computes kem using aux';
6. computes either $\mathrm{sk}^{i}[1]$ or $\mathrm{sk}^{i}[2]$ by using sk from $\mathcal{D}_{b}$ for the boxed terms, and computing the remaining non-boxed terms using aux ${ }^{\prime}, \mathbf{a}^{\perp}, \mathbf{b}^{\perp}$;

The output of the reduction is exactly $\mathrm{Game}_{2 . i .(b+1)}$.

Game $_{\mathbf{2 . i . 2}} \approx_{\boldsymbol{c}}$ Game $_{\mathbf{2 . i . 3}}$. Analogous to Game ${ }_{2 . i .0} \approx_{c}$ Game $_{2 . i .1}$.

Game $_{2 . \boldsymbol{q . 3}} \equiv$ Game $_{3}$. In Game $_{2 . q}$, we have kem $_{0}=\left[\mathbf{k c}{ }^{\top}\right]$, whereas mpk only leaks $[\mathbf{k A}]_{T}$ and $\hat{\mathrm{sk}}^{1}, \ldots, \hat{\mathrm{sk}}^{q}$ only leaks $\mathbf{k}+\delta \mathbf{a}^{\perp}$. The claim follows from the fact that $\mathbf{k c}^{\top}$ is uniformly random in $\mathbb{Z}_{p}$ given $\mathbf{k A}$ and $\mathbf{k}+\delta \mathbf{a}^{\perp}$.

## 5 Broadcast Encryption with Size $N^{1 / 3}$

We can encode broadcast encryption for $N$ parties as CP-ABE for degree 3 polynomials whenever $n_{1} n_{2} n_{3} \geq N$, by using the folklore encoding of set membership in $S \subseteq[N]$ as a degree 3 polynomial over $\{0,1\}^{n_{1}} \times\{0,1\}^{n_{2}} \times\{0,1\}^{n_{3}}$ :

- given a set $S \subseteq[N]$, let $\mathbf{f}=\left(f_{1}, \ldots, f_{N}\right) \in\{0,1\}^{N}$ denote the characteristic vector for the set $S$ (that is, $f_{i}=1$ iff $i \in S$ );
- given $y \in[N]$, we can pick $\mathbf{x}_{1} \in\{0,1\}^{n_{1}}, \mathbf{x}_{2} \in\{0,1\}^{n_{2}}, \mathbf{x}_{3} \in\{0,1\}^{n_{3}}$ such that $\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3} \in\{0,1\}^{n_{1} n_{2} n_{3}}$ is the characteristic vector of the set $\{y\}$.
- then, $\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}\right) \mathbf{f}^{\top}=1$ iff $y \in S$.

We can then set $n_{1}=N^{\delta}, n_{2}=N^{1-2 \delta}, n_{3}=N^{\delta}$ for any $0 \leq \delta \leq 1 / 3$, which yields

$$
|\mathrm{mpk}|=O\left(N^{1-2 \delta}\right),|\mathrm{ct}|=O\left(N^{\delta}\right),|\mathrm{sk}|=O\left(N^{1-2 \delta}\right)
$$

In particular, when $\delta=1 / 3$, we achieve

$$
|\mathrm{mpk}|=O\left(N^{1 / 3}\right),|\mathrm{ct}|=O\left(N^{1 / 3}\right),|\mathrm{sk}|=O\left(N^{1 / 3}\right)
$$

A concrete example. While the main focus of this work is on asymptotically more efficient pairing-based broadcast encryption, our scheme does achieve pretty concrete good efficiency. We can instantiate our scheme with the popular BLS12-381 curve with $\left|\mathbb{G}_{1}\right|$ being 48 bytes and $\left|\mathbb{G}_{2}\right|$ being 96 bytes. Now, recall an application for broadcast encryption in BGW05 [9], namely file sharing in encrypted file systems. The Windows EFS has a limit of 256 KB in the file header for the EFS meta-data, and supports a maximum of 800 individual users. Assuming 32-bit users IDs, we can support 1000 users with a file header $(S, \mathrm{ct})$ of size $4 \times 1000+82 \times 48=7936$ bytes, where each user holds a secret key of size $67 \times 96=6432$ bytes. We can do slightly better by setting $n_{1}=20, n_{2}=10, n_{3}=5$, which yields a header of size $4 \times 1000+72 \times 48=7456$ bytes and a secret key of size $57 \times 96=5482$ bytes. However, since $N=1000$ is fairly small, the broadcast encryption scheme with $O(\sqrt{N})$ parameters would also achieve similar performances: a file header of size $4 \times 1000+66 \times 48=7168$ and a secret key of size $68 \times 96=6528$ bytes.
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