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#### Abstract

We show a lattice-based solution for commit-and-prove transparent circuit zero-knowledge (ZK) with polylog-communication, the first not depending on PCPs. We start from compressed $\Sigma$-protocol theory (CRYPTO 2020), which is built around basic $\Sigma$-protocols for opening an arbitrary linear form on a long secret vector that is compactly committed to. These protocols are first compressed using a recursive "folding-technique" adapted from Bulletproofs, at the expense of logarithmic rounds. Proving in ZK that the secret vector satisfies a given constraint - captured by a circuit - is then by (blackbox) reduction to the linear case, via arithmetic secretsharing techniques adapted from MPC. Commit-and-prove is also facilitated, i.e., when commitment(s) to the secret vector are created ahead of any circuit-ZK proof. On several platforms (incl. DL) this leads to logarithmic communication. Non-interactive versions follow from FiatShamir. This abstract modular theory strongly suggests that it should somehow be supported by a lattice-platform as well. However, when going through the motions and trying to establish low communication (on a SIS-platform), a certain significant lack in current understanding of multi-round protocols is exposed. Namely, as opposed to the DL-case, the basic $\Sigma$-protocol in question typically has poly-small challenge space. Taking into account the compression-step - which yields non-constant rounds - and the necessity for parallelization to reduce error, there is no known tight result that the compound protocol admits an efficient knowledge extractor. We resolve the state of affairs here by a combination of two novel results which are fully general and of independent interest. The first gives a tight analysis of efficient knowledge extraction in case of non-constant rounds combined with poly-small challenge space, whereas the second shows that parallel repetition indeed forces rapid decrease of knowledge error. Moreover, in our present context, arithmetic secret sharing is not defined over a large finite field but over a quotient of a number ring and this forces our careful adaptation of how the linearization techniques are deployed. We develop our protocols in an abstract framework that is conceptually simple and can be flexibly instantiated. In particular, the framework applies to arbitrary rings and norms.
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## 1 Introduction

Compressed $\Sigma$-Protocol Theory [6] is built around basic $\Sigma$-protocols for opening an arbitrary linear form on a long secret vector that is compactly committed to. More precisely, these $\Sigma$-protocols allow a prover to prove that a committed vector $\mathbf{x}$ satifies a constraint $L(\mathbf{x})=y$ captured by a linear form $L$. They are first compressed using a recursive "folding-technique" adapted from Bulletproofs 14, 16. Compression reduces the communication complexity from linear down to logarithmic in the dimension of the secret vector $\mathbf{x}$, at the expense of a logarithmic number of rounds. Proving in ZK that the secret vector satisfies an arbitrary (non-linear) constraint - captured by an arithmetic circuit - is then by (blackbox) reduction to the linear case, via arithmetic secret-sharing techniques adapted from MPC. It was shown how to instantiate this theory from different hardness assumptions, i.e., the Discrete Logarithm (DL), Strong-RSA and Knowledge-of-Exponent (KEA) assumption. The latter assumption even results in constant communication, instead of logarithmic. Non-interactive versions follow from the Fiat-Shamir transform 26].

The starting point is always a compact and homomorphic vector commitment scheme, i.e., commitments should have size constant (or logarithmic) in the dimension of the committed vector. After instantiating such a commitment scheme from any of the aforementioned hardness assumption, compressed $\Sigma$-protocol theory can be described in an abstract and modular manner. This strongly suggests that the theory should also be supported by a lattice platform. This belief was further strengthened by the recent lattice-based Bulletproof instantiation for proving knowledge of a SIS preimage 15].

However, when going through the motions and trying to establish low communication (on a SIS-platform), a certain significant lack in current understanding of multi-round protocols and several challenges are exposed.

### 1.1 Challenges for Lattice Instantiations

As opposed to the DL-case, the lattice-based $\Sigma$-protocol typically has polynomially small challenge space. Taking into account the compression-step - which yields non-constant rounds - there is no known result from which a tight knowledge soundness property can be derived. In prior works, this lack in understanding was handled by an alternative non-tight security analysis 14. Recent works, while remaining non-tight, have improved the tightness $41,30,21,31,3]$.

The situation is further complicated by the necessity for parallelization to reduce the knowledge error. While parallel repetition of interactive proofs has been studied extensively in the context of decreasing the soundness error 28,18 , 19], to the best of our knowledge there does not exist a general parallel repetition theorem for decreasing the knowledge error.

Setting aside the knowledge error issues addressed previously, the main difference between the lattice setting and the other settings is a norm bound. Instead of proving knowledge of a preimage for some homomorphism $\Psi$, we aim to prove
knowledge of a short pre-image. More precisely, for some homomorphism $\Psi$, we aim to construct a protocol for the following relation

$$
R_{\Psi, \alpha}=\{(P ; x): P=\Psi(x),\|x\| \leq \alpha\}
$$

where $(P ; x) \in R_{\Psi, \alpha}$ is a pair of a public statement $P$ and a secret witness $x$. The DL-based protocols are designed for exactly the same abstract relation, but without the norm-bound. This minor difference introduces a number of challenges that have been dealt with in the context of plain $\Sigma$-protocols for some time now. For example, given a preimage $x$ with $\|x\| \leq \beta$, a prover is typically only capable of proving knowledge of a preimage $y$ with $\|y\| \leq \alpha \beta$. The factor $\alpha \geq 1$ is referred to as the soundness slack. In multi-round protocols the soundness slack accumulates and a more careful analysis is warranted.

Finally, in our present lattice context, committed vectors typically have coefficients in the quotient of a number ring $\mathcal{R}=\mathbb{Z}[X] /(f(X))$ by a rational prime $(p)$. However, the structure of the ring $\mathcal{R}_{p}$ may not readily allow for the large sets with invertible pairwise differences required for Shamir secret sharing.

### 1.2 Contributions

We show a lattice-based solution for commit-and-prove transparent circuit ZK with polylogarithmic communication, the first not depending on PCPs.

To this end, we resolve the lack in understanding regarding knowledge soundness by a combination of two novel results which are fully general and of independent interest. The first gives a tight analysis of efficient knowledge extraction in case of non-constant rounds, whereas the second shows that parallel repetition indeed forces rapid decrease of knowledge error.

By our extractor analysis, we tightly prove that $\left(k_{1}, \ldots, k_{\mu}\right)$-special soundness implies knowledge soundness, without imposing any restrictions on the size of the challenge sets. In a concurrent and independent work this result was deemed out of reach with current techniques $[3]$. More concretely, they apply the nontight analysis of [21] and derive a knowledge error $\kappa \leq 8.16 \log n /|\mathcal{C}|$, where $n$ is the size of the input. By contrast, we provide a tight bound and show that $\kappa \leq 2 \log n /|\mathcal{C}|$. This inequality contains a simplified expression and is therefore non-tight, for the tight bound we refer to Theorem 1 Furthermore, our result answers an open question regarding knowledge extractors, recently made explicit [30, Question D.4.], in the affirmative. It is generally applicable to all aforementioned platforms and therefore improves upon the analyses of 14 , 41, 30, 21, 31, 3], directly yielding better parameters for multi-round protocols such as Bulletproofs. Towards showing that $\left(k_{1}, \ldots, k_{\mu}\right)$-special soundness tightly implies knowledge soundness, we observe that for the special case of 2 -special soundness (where this implication is well-known) we can give a very simple proof that we have not encountered in the literature before. In contrast to standard proof techniques, our extractor can be modeled by a negative hyper geometric distribution. This simplification turns out to be generalizable to the multi-round scenario. Even though the general proof is building on this simplification, its analysis turns out to be quite involved.

By the second result, we show that parallel repetition indeed forces a rapid decrease of knowledge error, explicitly proving a result that is often taken for granted whereas it actually requires a careful analysis. More precisely, it is known that parallel repetition decreases the soundness error. However, knowledge soundness is a strictly stronger notion than soundness. Nevertheless, by a careful analysis, we prove that prior results also apply to knowledge sound protocols and allow for a rapid decrease of knowledge error. The ( 2,2 )-special sound signature scheme MQDSS was already presented with a tight knowledge error analysis [17]. However, their analysis crucially depends on the fact that this signature scheme has a constant number of rounds and therefore does not apply to our setting. Our techniques are generic and also apply to this protocol, indeed yielding exactly the same knowledge error.

Furthermore, we describe a careful adaptation of the arithmetic secret sharing based linearization strategy from [6]. First, the evaluation points of Shamir's secret sharing scheme have to be chosen from an exceptional, instead of an arbitrary, subset of the ring $\mathcal{R}_{p}$, i.e., a subset with invertible differences. In many practical scenarios this minor adaptation suffices. However, some rings do not contain "large enough" exceptional subsets. For this reason, we extend the linearization technique to work for small rings $\mathcal{R}_{p}$ by defining the secret sharing scheme over an appropriately chosen ring extension. Some care is warranted to prevent dishonest provers from choosing secret elements in the extension ring.

Subsequently, we note that working in a lattice-platform is considerably more tedious. Traditionally the security analysis depends strongly on various protocol design choices. Our approach is less sensitive to these choices. This is very convenient when considering variations. More precisely, we develop our protocols in an abstract framework that is conceptually simple and can be flexibly instantiated. In particular, the framework applies to arbitrary rings, challenge sets and norms. Our framework captures general rejection sampling strategies, gives precise bounds on the introduced soundness slack and generalizes beyond factor-2 per-round compression.

The communication complexity of our protocols, when instantiated from the Module Short Integer Solution (MSIS) assumption and appropriately chosen rings, is polylogarithmic in the input size. Due to the soundness slack it does not achieve the logarithmic communication of a DL-based instantiation. Our protocols are transparent, i.e., no trusted setup, and easily ported to the commit-andprove paradigm, where commitment(s) to the secret vector have been created ahead of any circuit-ZK proof. Moreover, various efficiency improvements, developed for DL-based (compressed) $\Sigma$-protocol theory, almost directly carry over to the lattice-setting.

### 1.3 Related Work

Circuit ZK with Polylogarithmic Complexity from PCPs. A generic class of (zeroknowledge) proof systems is based on Probabilistically Checkable Proofs (PCPs). The security of these protocols only relies on the existence of collision-resistant hash functions and they achieve polylogarithmic communication complexity.

However, large concrete costs have long prevented PCP-based protocols from being deployed in practice. Recent advances have rendered PCP-based protocols practical $5,11,12$. Still, for small problem instances, PCP-based protocols are often outperformed by other approaches relying on more structured hardness assumptions. In particular, PCP approaches rely on Merkle-tree commitments and therefore have an implicit lower bound in the order of a hundred kilobytes, whereas protocols relying on the compression mechanism such as Bulletproofs can go down to as much as a few kilobytes. Even though the soundness slack introduced by the compression mechanism is currently somewhat limiting in terms of concrete efficiency, we expect that on the long run the non-PCP lattice-based approach will lead to more succinct proofs.

Circuit ZK with Sublinear Complexity from Lattice Assumptions. The first protocol of this form achieving a sub-linear communication complexity $\widetilde{\mathcal{O}}(\sqrt{\lambda n})$, where $n$ is the input size and $\lambda$ the security parameter, was presented in 9$]$. A key component of their protocol is a compact commitment scheme. In our lattice instantiation we use exactly the same compact commitment scheme. While their approach is inherently limited to communication complexity in the order of $\widetilde{\mathcal{O}}(\sqrt{\lambda n})$, our approach yields the first lattice-based (non-PCP) protocol that achieves polylogarithmic complexity in the input length. On the other hand, our approach requires a larger number of rounds. Getting a similar communicationcomplexity/round trade-off as 9 by using a larger per-round compression seems currently out of reach, due to the large soundness slack introduced (which scales exponentially in the compression factor).

Lattice-based proof of knowledge of SIS preimages. The lattice-based Bulletproof instantiation of 15 is most similar to our compressed $\Sigma$-protocol. However, in this work the aforementioned knowledge error issues were overlooked. Moreover, their work only considers proving knowledge of a SIS preimage, i.e., it does not consider generic arithmetic circuit relations. Furthermore, it is not zeroknowledge and it is tailored to a specific lattice-instantiation. By contrast, our protocol is a circuit ZK protocol that can be instantiated from a wide variety of lattices. For the specific scenario of proving knowledge of a SIS preimage, we obtain a comparable communication complexity.

### 1.4 Roadmap

We start by presenting the general result that $\left(k_{1}, \ldots, k_{\mu}\right)$-special soundness tightly implies knowledge soundness in Section 3 . We first outline a very simple proof for the special case of 2-special soundness, which is novel to the best of our knowledge. Subsequently, we show how this proof can be generalized to the multi-round setting. Using results from [19], we prove that parallel repetition of multi-round public-coin protocols not only reduces the soundness error, but also the knowledge error (see Section 4). In Section 5, we give an abstract theory for lattice-based compressed $\Sigma$-protocols. In Section 6, we show how to instantiate our abstract framework from the Module Short Integer Solution (MSIS) problem.

We further provide an asymptotic parameter analysis for our instantiation and comparison with [15]. In Section 7 , we briefly explain how to handle non-linear relations and refer to the full version of this paper [1] for a detailed description of our techniques. Moreover, in the full version, we discuss a number of extensions for amortization over many linear forms, reducing the communication complexity and for obtaining commit-and-prove protocols directly.

## 2 Preliminaries

We say a function is negligible, if it vanishes faster than any inverse polynomial. If a function vanishes slower than some inverse polynomial, we say it is noticeable. For formal definitions and definitions of statistical distance and statistically close distributions we refer to the full version of this paper [1].

### 2.1 Interactive Proofs

Let $R \subset\{0,1\}^{*} \times\{0,1\}^{*}$ be a binary relation. If $(x ; w) \in R$, we say $x$ is a statement and $w$ is a witness for $x$. We only consider NP relations, i.e., relations $R$ for which a witness $w$ can be verified in time poly $(|x|)$ for all $(x ; w) \in R$. In particular it follows that $|w|=\operatorname{poly}(|x|)$. The set of statements $x$ that admit a witness $w$ is denoted by $L_{R}$, i.e., $L_{R}=\{x: \exists w$ s.t. $(x ; w) \in R\}$. The set of witnesses for a statement $x$ is denoted by $R(x)$, i.e., $R(x)=\{w:(x ; w) \in R\}$.

In the following we give a brief overview of interactive proof systems. For a more thorough treatment, we refer to the full version of this paper [1].

An interactive proof $\Pi=(\mathcal{P}, \mathcal{V})$ for relation $R$ is an interactive protocol between two probabilistic polynomial time machines, a prover $\mathcal{P}$ and a verifier $\mathcal{V}$. Both $\mathcal{P}$ and $\mathcal{V}$ take as public input a statement $x$ and, additionally, $\mathcal{P}$ takes as private input a witness $w \in R(x)$, which is written as $\Pi(x ; w)$ or $\operatorname{Input}(x ; w)$. If all of the verifier's random coins are made public, $\Pi$ is said to be public-coin.

We say an interactive proof is complete if $\mathcal{V}$ accepts after every honest execution that takes as input a public-private pair $(x ; w) \in R$.

An interactive proof is said to be knowledge sound with knowledge error $\kappa$, if from every (potentially dishonest) efficient prover $P^{*}$ that convinces the verifier with probability $\epsilon(x)>\kappa(|x|)$, one can efficiently extract a witness $w$ with $(x ; w) \in R$ with probability at least $\epsilon(x)-\kappa(|x|)$.

An interactive proof that is both complete with completeness error $\gamma: \mathbb{N} \rightarrow$ $[0,1)$ and knowledge sound with knowledge error $\kappa<1-\gamma$ is said to be a Proof or Knowledge (PoK). PoKs for which knowledge soundness only holds under computational assumptions are also referred to as Arguments of Knowledge.

An interactive protocol $\Pi$ is said to be special honest verifier zero-knowledge (SHVZK) if given the challenge by the verifier, one can efficiently simulate accepting transcripts. If simulation is restricted to non-aborting executions of $\Pi$, we refer to the protocol as non-abort special honest verifier zero knowledge.

A 3-move public-coin protocol is said to be special sound if there exists a polynomial time algorithm that on input a statement $x$ and two accepting transcripts $(a, c, z)$ and $\left(a, c^{\prime}, z^{\prime}\right)$, with $c \neq c^{\prime}$ and common first message $a$, outputs
a witness $w \in R(x)$. If the algorithm takes as input $k$ transcripts, with pairwise distinct challenges and a common first message, the protocol is $k$-special sound.

A 3-move protocol that is public-coin, complete, $k$-special sound and SHVZK is said to be $\Sigma$-protocol.

A $\left(k_{1}, \ldots, k_{\mu}\right)$-tree of transcripts for a $(2 \mu+1)$-move protocol is a set of $K=$ $\prod_{i=1}^{\mu} k_{i}$ transcripts arranged in a tree structure, such that the nodes in this tree correspond to the prover's messages and the edges correspond to the verifier's challenges, and that further every node at depth $i$ has precisely $k_{i}$ children corresponding to $k_{i}$ pairwise distinct challenges. For a graphic representation we refer to Figure 1 of the full version of this paper [1].

A $(2 \mu+1)$-move public-coin protocol is $\left(k_{1}, \ldots, k_{\mu}\right)$-special sound if there exists an efficient algorithm that on input a $\left(k_{1}, \ldots, k_{\mu}\right)$-tree of accepting transcripts outputs a witness $w \in R(x)$.

### 2.2 Lattices

A lattice $\Lambda$ is a discrete additive subgroup of $\mathbb{R}^{m}$. The lattice $\Lambda$ is said to be $q$-ary if $q \mathbb{Z}^{m} \subset \Lambda \subset \mathbb{Z}^{m}$. Let $A \in \mathbb{Z}_{q}^{k \times m}$, then $\Lambda_{q}^{\perp}(A)=\left\{\mathbf{x} \in \mathbb{Z}^{m}: A \mathbf{x}=0\right.$ $\bmod q\}$ defines a $q$-ary lattice in $\mathbb{Z}^{m}$.

We also consider lattices defined over a ring $\mathcal{R}=\mathbb{Z}[X] / f(X)$, where $f(X)$ is a monic irreducible polynomial of degree $d$. Via the coefficient embedding norms on $\mathbb{C}$-vector spaces extend to vectors of ring elements, i.e., for $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right) \in$ $\mathcal{R}^{m}$ with $x_{i}=\sum_{j=1}^{d} a_{i, j} X^{j-1} \in \mathcal{R}$ we define

$$
\|\mathbf{x}\|_{2}=\left\|\left(a_{1,1}, \ldots, a_{m, d}\right)\right\|_{2}, \quad \text { and } \quad\|\mathbf{x}\|_{\infty}=\max _{i, j}\left|a_{i, j}\right|
$$

For a prime $q \in \mathbb{N}$, we write $\mathcal{R}_{q}=\mathbb{Z}[X] /(q, f(X))=\mathbb{Z}_{q}[X] /(f(X))$. Let $A \in \mathcal{R}^{k \times m}$, then $\Lambda_{q}^{\perp}(A)=\left\{\mathbf{x} \in \mathcal{R}^{m}: A \mathbf{x}=0 \bmod q\right\}$ defines a $q$-ary lattice in $\mathbb{Z}^{d m}$. Finding a non-zero and short element in a lattice $\Lambda_{q}^{\perp}(A)$ is referred to as the Module Short Integer Solution (MSIS) problem [33. The MSIS problem is assumed to be a computationally hard problem.

Definition 1 ( $\mathrm{MSIS}_{k, m, \beta}$ Problem). Let $\mathcal{R}=\mathbb{Z}[X] / f(X)$ for a monic and irreducible polynomial $f(X)$ and let $q \in \mathbb{N}$ be a prime. The $\operatorname{MSIS}_{k, m, \beta}$ problem over $\mathcal{R}_{q}$ is defined as follows. Given a matrix $A \leftarrow_{R} \mathcal{R}_{q}^{k \times m}$ sampled uniformly at random, find a non-zero vector $\mathbf{s} \in \mathcal{R}^{m}$ such that $A \mathbf{s}=0 \bmod q$ and $\|\mathbf{s}\|_{2} \leq \beta$.

Micciancio and Regev 38 showed that a MSIS-algorithm is expected to output a MSIS solution with norm

$$
\begin{equation*}
\|\mathbf{s}\|_{2} \geq \min \left(q, 2^{2 \sqrt{d k \log \delta \log q}}\right) \tag{1}
\end{equation*}
$$

where $\delta$ is the root Hermite factor of the lattice reduction algorithm that is used. In particular, smaller values of $\delta$ require better lattice reduction algorithms. In general, $\delta \approx 1.0045$ is assumed to achieve 128 -bit computational security 4,25 .

In this work, we will be interested in vectors that are short with respect to the $\ell_{\infty}$-norm. For this reason we also consider the following variant of the MSIS problem, where "shortness" is defined in terms of the $\ell_{\infty}$-norm. Clearly, the hardness of MSIS $_{k, m, \beta}^{\infty}$ is implied by the hardness of MSIS $_{k, m, \sqrt{d m} \beta}$.

Definition $2\left(\mathrm{MSIS}_{k, m, \beta}^{\infty}\right.$ Problem over $\left.\mathcal{R}_{q}\right)$. Let $\mathcal{R}=\mathbb{Z}[X] / f(X)$ for $a$ monic and irreducible polynomial $f(X)$ and let $q \in \mathbb{N}$ be a prime. The $\operatorname{MSIS}_{k, m, \beta}^{\infty}$ problem over $\mathcal{R}_{q}$ is defined as follows. Given a matrix $A \leftarrow_{R} \mathcal{R}_{q}^{k \times m}$ sampled uniformly at random, find a non-zero vector $\mathbf{s} \in \mathcal{R}^{m}$ such that $A \mathbf{s}=0 \bmod q$ and $\|\mathbf{s}\|_{\infty} \leq \beta$.

### 2.3 Commitment Schemes

A commitment scheme allows a prover to create a commitment $P$ to an element $x$ such that the prover can later open $P$ to the committed element $x$. Informally, a commitment scheme is required to be binding, i.e., a prover cannot open a commitment $P$ to two different elements $x \neq y$, and hiding, i.e., the commitment $P$ does not reveal any information about the committed vector $x$. A commitment scheme consists of a setup algorithm, generating the scheme's public parameters, and a commitment function Com. The commitment function takes as input an element $x$ and randomness $\gamma$ (and public parameters pp ) and outputs a commitment $P$, i.e, $\operatorname{Com}(x, \gamma)=P$. To open a commitment a prover reveals $(x, \gamma)$ such that a verifier can verify that $\operatorname{Com}(x, \gamma)=P$. The commitment scheme is said to be homomorphic if the commitment function Com (considered respective to fixed public parameters) is a group homomorphism.

The primary commitment scheme of interest to us, described in Definition 3 , was already implicit in Ajtai's seminal work [2]. It allows a prover to commit to a short vector $\mathbf{x} \in S_{\eta}^{n}=\left\{\mathbf{y} \in \mathcal{R}^{n}:\|\mathbf{y}\|_{\infty} \leq \eta\right\}$ by sampling $\gamma \leftarrow_{R} S_{\eta}^{r}$ uniformly at random and evaluating the commitment function $P=\operatorname{Com}(x, \gamma)$. Note that, we consider this commitment scheme for secrets and randomness bounded in the $\ell_{\infty}$-norm. We will typically instantiate this commitment scheme with norm bound $\eta=\lceil(p-1) / 2\rceil$ for some prime $p<q$. This allows a prover to commit to arbitrary vectors in $\mathcal{R}_{p}^{n}$. The properties of this commitment scheme are summarized in Lemma 1 and Lemma 2 Note in particular that by Equation 1 it follows that the hardness does not depend on the rank $n$. It follows that the size of a commitment is constant in the rank $m=n+r$; we say that this commitment scheme is compact.

Definition 3 (Compact Lattice-Based Commitment Scheme [2]). Let $\mathcal{R}=\mathbb{Z}[X] / f(X)$ for a monic and irreducible polynomial $f(x) \in \mathbb{Z}[X]$ of degree $d$ and let $q \in \mathbb{N}$ be a prime. Let $\eta \in \mathbb{N}$ and let $S_{\eta}=\left\{x \in \mathcal{R}:\|x\|_{\infty} \leq \eta\right\}$. Then, the following setup and commitment algorithms define a commitment scheme:

- Setup: $A_{1} \leftarrow_{R} \mathcal{R}_{q}^{k \times r}, A_{2} \leftarrow_{R} \mathcal{R}_{q}^{k \times n}$.
- Commit: Com : $S_{\eta}^{n} \times S_{\eta}^{r} \rightarrow \mathcal{R}_{q}^{k}, \quad(\mathbf{x}, \gamma) \mapsto A_{1} \gamma+A_{2} \mathbf{x} \bmod q$.

Lemma 1 (Hiding). The commitment scheme of Definition 3 is statistically hiding with statistical security parameter $\lambda$, where $\lambda \in \mathbb{N}$ is such that $r \geq$ $\frac{d k \log q+2 \lambda}{d \log (2 \eta+1)}$.

Lemma 2 (Binding). The commitment scheme of Definition 3 is binding, conditioned on the hardness of the $\mathrm{MSIS}_{k, n+r, 2 \eta}^{\infty}$-problem over $\mathcal{R}_{q}$.

It is generally hard to construct efficient protocols for proving knowledge of an opening $(\mathbf{x}, \gamma)$ for a commitment $P$, i.e., $(\mathbf{x}, \gamma)$ such that $\operatorname{Com}(\mathbf{x}, \gamma)=P$ and $\|(\mathbf{x}, \gamma)\|_{\infty} \leq \eta$. For this reason, we introduce the notion of relaxed openings.

Definition 4 ( $(\beta, \zeta)$-Relaxed Commitment Opening). Let $\beta \in \mathbb{N}$ and $\zeta \in$ $\mathcal{R}$. $A(\beta, \zeta)$-relaxed opening of a commitment $P$ is a tuple $(\mathbf{x}, \gamma) \in \mathcal{R}^{n+r}$, such that $\operatorname{Com}(\mathbf{x}, \gamma)=\zeta P$ and $\|(\mathbf{x}, \gamma)\|_{\infty} \leq \beta$.

Hence, a relaxed opening differs in two ways from a standard commitment opening. First, a relaxed opening for $P$ contains an approximation factor $\zeta$, such that the opening gives a short preimage for $\zeta P$ instead of the commitment $P$. Second, the norm-bound $\beta$ of relaxed openings can be different from the norm bound $\eta$ on honestly committed vectors (typically $\beta>\eta$ ).

As long as it is infeasible to find two distinct relaxed openings $(\mathbf{x}, \gamma)$ and $\left(\mathbf{x}^{\prime}, \gamma^{\prime}\right)$ of a commitment $P$ with $(\mathbf{x}, \gamma) \neq\left(\mathbf{x}^{\prime}, \gamma^{\prime}\right)$, proving knowledge of relaxed opening is sufficient in most practical scenarios. In this case, we say the commitment scheme is binding with respect to relaxed openings.

Lemma 3 (Binding with respect to ( $\beta, \zeta$ )-Relaxed Openings). Let $\beta \in \mathbb{N}$ and $\zeta \in \mathcal{R}$. The commitment scheme of Definition 3 is binding with respect to $(\beta, \zeta)$-relaxed openings, conditioned on the hardness of the MSIS $_{k, n+r, 2 \beta}^{\infty}$-problem over $\mathcal{R}_{q}$.

## 3 Multi-Round Special Soundness Tightly Implies Knowledge Soundness

In this section we prove that a $\left(k_{1}, \ldots, k_{\mu}\right)$-special sound protocol is knowledge sound and give a concrete and tight knowledge error. More precisely, we show the existence of an efficient knowledge extractor. From this it follows that Bulletproofs [14, 16] and Compressed $\Sigma$-Protocols 6] are Proofs/Arguments of Knowledge (PoKs). We are the first to prove a tight bound on the knowledge error. Prior works mainly relied on the asymptotic extractor analysis of 14 . This asymptotic analysis results in conservative concrete security estimates. Moreover, the analysis of [14] is restricted to protocols with exponentially large challenge sets. When the challenge sets are small, such as in lattice based protocols, a refined analysis is required. Our result solves both problems. It gives tight security guarantees resulting in optimal concrete parameters for $\left(k_{1}, \ldots, k_{\mu}\right)$-special sound protocols and it is applicable to protocols with small challenge sets. The main result of this section is summarized in Theorem 1

Theorem 1 ( $\left(k_{1}, \ldots, k_{\mu}\right)$-Special Soundness implies Knowledge Soundness). Let $\mu, k_{1}, \ldots, k_{\mu} \in \mathbb{N}$ be such that $K=\prod_{i=1}^{\mu} k_{i}$ can be upper bounded by a polynomial. Let $(\mathcal{P}, \mathcal{V})$ be a $\left(k_{1}, \ldots, k_{\mu}\right)$-special sound $(2 \mu+1)$-move interactive protocol for relation $R$, where $\mathcal{V}$ samples each challenge uniformly at random from a challenge set of size $N \geq \max _{i}\left(k_{i}\right)$. Then $(\mathcal{P}, \mathcal{V})$ is knowledge sound with knowledge error

$$
\begin{equation*}
\kappa=\frac{N^{\mu}-\prod_{i=1}^{\mu}\left(N-k_{i}+1\right)}{N^{\mu}} \leq \frac{\sum_{i=1}^{\mu}\left(k_{i}-1\right)}{N} \tag{2}
\end{equation*}
$$

First, in Section 3.1. we considers the special case of 2 -special soundness (for which the above implication is well-known). We give a very simple proof that we have not encountered in literature before. In contrast to standard proof techniques, this simplification turns out to be generalizable to the multi-round scenario. Second, in Section 3.2, we prove Theorem 1 in its full generality.

### 3.1 2-Special Soundness

This section is a warm up in which we present a novel proof for the well-known result that 2-special soundness implies knowledge soundness. Later we show that our techniques generalize to prove a similar result for $2 \mu+1$-move protocols that are $\left(k_{1}, \ldots, k_{\mu}\right)$-special sound. We make a minor modification to the "collisiongame" defined in [20]. The knowledge extractor essentially plays this game in order to extract a collision of two accepting transcripts $(a, c, z)$ and $\left(a, c^{\prime}, z^{\prime}\right)$ with common first message $a$. By the special soundness property a witness can be computed efficiently given this collision. Our modification increases the success probability of the knowledge extractor of 20 from $(\epsilon(x)-\kappa(|x|))^{2}$ to $\epsilon(x)-\kappa(|x|)$, where $\kappa(|x|)$ is the knowledge error and $\epsilon(x)$ the success probability of the prover for a statement $x$. In contrast to the extractor of 20, which runs in strict polynomial time, our extractor runs in expected polynomial time. However, this is sufficient for proving knowledge soundness.

If the input $x$ is clear from context, we simply write $\epsilon$ to denote $\epsilon(x)$. All other parameters will implicitly depend on $|x|$ (e.g., we denote $\kappa(|x|)$ by $\kappa$ ).

A similar result can be found in [29]. However, our approach significantly simplifies the knowledge extractor and its analysis. For instance, the extractor of [29] is composed of two algorithms considering different scenarios, whereas this case distinction is not required in our knowledge extractor. This simplification will allow for a generalization to the $\left(k_{1}, \ldots, k_{\mu}\right)$-special sound case.

The collision game. Let us now describe the game. We consider a binary matrix $H \in\{0,1\}^{R \times N}$. The $R$ rows correspond to the prover's randomness and the $N$ columns correspond to the verifier's randomness, i.e., the verifier samples a challenge uniformly at random from a challenge set of size $N$. An entry of $H$ equals 1 if and only if the corresponding protocol transcript is accepting.

The idea of the knowledge extractor is to sample elements from $H$ until two 1 -entries in the same row are found. The $i j$-th entry of $H$ can be obtained
by executing the prover with fixed randomness corresponding to the $i$-th row and verifier's challenge corresponding to the $j$-th column, and checking if the resulting transcript would be accepted. As the prover's randomness is fixed along one row, finding two 1 -entries in the same row corresponds to two finding two accepting transcripts $(a, c, e)$ and $\left(a, c^{\prime}, e^{\prime}\right)$, which by the 2 -special soundness allows to extract a witness. The difference to the knowledge extractor of $\sqrt[29]{ }$ is the following:

1. Our knowledge extractor checks one entry of $H$ (for position $i j$ sampled at random), and aborts if this is not a 1-entry.
2. If the first entry was a 1-entry, our knowledge extractor then samples along row $i$ without replacement.
More precisely, the knowledge extractor will play the following collision-game. An entry of $H$ is selected uniformly at random. If this entry equals 1 , continue sampling different elements from this row (without replacement) until a second 1-entry is found or until the row has been exhausted. If the first entry does not equal 1 , the game aborts. The collision game outputs success if and only if two 1 -entries in the same row have been found.

In contrast the above collision-game, the collision-game of 20] simply checks 2 random entries of $H$ and outputs success if both of them are 1-entries.
Lemma 4 (Collision-Game). Let $H \in\{0,1\}^{R \times N}$ and let $\epsilon$ denote the fraction of 1-entries in $H$. The expected number of $H$-entries queried in the collisiongame defined above is at most 2 . Moreover, the success probability of the collisiongame is greater than or equal to $\epsilon-1 / N$.

Proof. Expected Number of Queries. Let $\epsilon_{i}$ be the fraction of 1-entries in row $i$. Assuming that the first entry lies in row $i$ and equals 1 , the remainder of the collision game can be modeled by a negative hypergeometric distribution. Elements from a population of size $N-1$, containing $\epsilon_{i} N-1$ 1-entries, are drawn (without replacement) until a second 1-entry has been found. The expected number of draws equals $(N-1+1) /\left(\epsilon_{i} N-1+1\right)=1 / \epsilon_{i}$ if $\epsilon_{i}>1 / N$ (see the full version of this paper [1]). If there is no second 1-entry in the row, then the number of draws is always equal to $N-1$. Hence, the expected number of draws can be upper bounded by $1 / \epsilon_{i}$. The expected number of $H$-entries queried is therefore at most

$$
\frac{1}{R} \sum_{i=1}^{R}\left(1+\epsilon_{i} \frac{1}{\epsilon_{i}}\right)=2
$$

Success Probability. The collision-game succeeds if the first entry is a 1 that lies in a row containing at least two 1 -entries. For $0 \leq k \leq N$, let $\delta_{k}$ be the fraction of rows with exactly $k$ 1-entries. Then the success probability equals

$$
\sum_{k=2}^{N} \frac{k}{N} \delta_{k}=\left(\sum_{k=0}^{N} \frac{k}{N} \delta_{k}\right)-\frac{\delta_{1}}{N} \geq \epsilon-1 / N
$$

which proves the second part of the lemma.


Fig. 1. We say a $\left(k_{1}, \ldots, k_{\mu}\right)$-tree as depicted above is a $\left(k_{1}, \ldots, k_{\mu}\right)$-tree of 1-entries in $H$, if $H\left(a, c_{1}^{1}, c_{2}^{1,1}, \ldots, c_{\mu}^{1, \ldots, 1}\right)=H\left(a, c_{1}^{1}, c_{2}^{1,1}, \ldots, c_{\mu}^{1, \ldots, 2}\right)=\cdots=$ $H\left(a, c_{1}^{k_{1}}, c_{2}^{k_{1}, k_{2}}, \ldots, c_{\mu}^{k_{1}, \ldots, k_{\mu}}\right)=1$.

From Lemma 4 it immediately follows that 2-special soundness implies knowledge soundness with knowledge error $1 / N$.

Corollary 1. Let $(\mathcal{P}, \mathcal{V})$ be a special sound 3-move interactive protocol for relation $R$, where $\mathcal{V}$ samples each challenge uniformly at random from a challenge set of size $N \geq k$. Then $(\mathcal{P}, \mathcal{V})$ is knowledge sound with knowledge error $\kappa=1 / N$.

Remark 1. Lemma 4 has a straightforward generalization to the $k$-special soundness scenario. In this generalization the collision game draws until it has obtained $k$, instead of 2, 1-entries in the same row. Hence, it again involves a negative hypergeometric distribution, but now with different parameters. In this case, the expected number of queries is at most $k$ and the success probability is greater than or equal to $\epsilon-(k-1) / N$.

## $3.2 \quad\left(k_{1}, \ldots, k_{\mu}\right)$-Special Soundness

In this section, we generalize the collision-game of Section 3.1 to the $\left(k_{1}, \ldots, k_{\mu}\right)$ special soundness scenario.

The $\left(k_{1}, \ldots, k_{\mu}\right)$-collision game. To define the $\left(k_{1}, \ldots, k_{\mu}\right)$-collision-game, let $H \in\{0,1\}^{R \times N \times \cdots \times N}$ be a $(\mu+1)$-dimensional binary matrix. For $a \in\{1, \ldots, R\}$ and $c_{1}, \ldots, c_{i} \in\{1, \ldots, N\}$, we let $H\left(a, c_{1}, \ldots, c_{i}\right) \in\{0,1\}^{N \times \cdots \times N}$ be the $(\mu-i)$ dimensional submatrix of $H$ that contains all entries of $H$ for which the first $i+1$ coordinates are equal to $\left(a, c_{1}, \ldots, c_{i}\right)$. The first dimension corresponds to
the prover's randomness and the other dimensions correspond to the verifier's random choices, i.e., we consider protocols in which the verifier samples all $\mu$ challenges uniformly at random from a challenge set of size $N$. For a fixed public input $x$, we define the matrix $H$ such that $H\left(a, c_{1}, \ldots, c_{\mu}\right)=1$ if and only if a transcript with prover's randomness $a$ and verifier's challenges $c_{1}, \ldots, c_{\mu}$ will lead to an accepting transcript.

In Section 2, we have defined $\left(k_{1}, \ldots, k_{\mu}\right)$-trees of accepting transcripts for $(2 \mu+1)$-move protocols. Similarly, we define $\left(k_{1}, \ldots, k_{\mu}\right)$-trees of 1-entries in matrix $H$. Such trees can be defined recursively as follows. For $\mu=0$, a tree of 1 -entries is simply a 1 -entry in $H$. For arbitrary $\mu$, a $\left(k_{1}, \ldots, k_{\mu}\right)$-tree is the union of $k_{1}\left(k_{2}, \ldots, k_{\mu}\right)$-trees in $H\left(a, c_{1}\right), \ldots, H\left(a, c_{k_{1}}\right)$, respectively, for a fixed $a$ and pairwise distinct $c_{i}$. Hence, a $\left(k_{1}, \ldots, k_{\mu}\right)$-tree of 1-entries in matrix $H$ is a set of $K=\prod_{i=1}^{\mu} k_{i} 1$-entries that are in a $\left(k_{1}, \ldots, k_{\mu}\right)$-tree structure.

We define Tree to be the algorithm playing the $\left(k_{1}, \ldots, k_{\mu}\right)$-collision-game. By playing this game Tree aims to find a $\left(k_{1}, \ldots, k_{\mu}\right)$-tree of 1 -entries in matrix $H$. The algorithm Tree is defined recursively as follows. On input $a \in$ $\{1, \ldots, R\}$ and $c_{1}, \ldots, c_{\mu} \in\{1, \ldots, N\}, \operatorname{TREE}_{\mu}\left(a, c_{1}, \ldots, c_{\mu}\right)$ successfully outputs $H\left(a, c_{1}, \ldots, c_{\mu}\right)$ if this entry equals 1 and it aborts otherwise. For $0 \leq i \leq \mu-1$ and on input $a \in\{1, \ldots, R\}$ and $c_{1}, \ldots, c_{i} \in\{1, \ldots, N\}, \operatorname{TrEE}_{i}\left(a, c_{1}, \ldots, c_{i}\right)$ aims to find a $\left(k_{i+1}, \ldots, k_{\mu}\right)$-tree of 1-entries in matrix $H\left(a, c_{1}, \ldots, c_{i}\right)$. The algorithm $\operatorname{TrEe}_{i}\left(a, c_{1}, \ldots, c_{i}\right)$ proceeds by sampling $c_{i+1} \in\{1, \ldots N\}$ uniformly at random and running $\operatorname{TrEE}_{i+1}\left(a, c_{1}, \ldots, c_{i+1}\right)$. If this instantiation of $\operatorname{TrEE}_{i+1}$ aborts the algorithm $\operatorname{Tree}_{i}\left(a, c_{1}, \ldots, c_{i}\right)$ aborts. Otherwise it continues sampling different $c_{i+1}$ 's (i.e., without replacement) until it has found $k_{i+1}\left(k_{i+2}, \ldots, k_{\mu}\right)$ trees of 1-entries or until it has exhausted all possible $c_{i+1}$ 's. In the latter case $\operatorname{TrEe}_{i}\left(a, c_{1}, \ldots, c_{i}\right)$ aborts, in the former case $\operatorname{TrEe}_{i}\left(a, c_{1}, \ldots, c_{i}\right)$ outputs a $\left(k_{i+1}, \ldots, k_{\mu}\right)$-tree of 1-entries in matrix $H\left(a, c_{1}, \ldots, c_{i}\right)$.

The ( $k_{1}, \ldots, k_{\mu}$ )-collision-game samples $a \in\{1, \ldots, R\}$ uniformly at random and runs $\operatorname{Tree}_{0}(a)$. If $\operatorname{Tree}_{0}(a)=\perp$ it aborts and otherwise it outputs a $\left(k_{1}, \ldots, k_{\mu}\right)$-tree of 1 -entries in $H(a)$. The following lemma gives the expected run-time and success probability of the tree finding algorithm Tree. For a proof of the following lemma, we refer to the full version of this paper [1].

Lemma $5\left(\left(k_{1}, \ldots, k_{\mu}\right)\right.$-Tree Finding Algorithm). Let $H \in$ $\{0,1\}^{R \times N \times \cdots \times N}$ be a $(\mu+1)$-dimensional matrix and let $\epsilon$ denote the fraction of 1-entries in $H$. The expected number of entries queried by the $\left(k_{1}, \ldots, k_{\mu}\right)$-tree finding algorithm Tree defined above is at most $K=\prod_{i=1}^{\mu} k_{i}$. Moreover, Tree successfully outputs a $\left(k_{1}, \ldots, k_{\mu}\right)$-tree of 1-entries in $H$ with probability at least

$$
\epsilon-\frac{N^{\mu}-\prod_{i=1}^{\mu}\left(N-k_{i}+1\right)}{N^{\mu}} \geq \epsilon-\frac{\sum_{i=1}^{\mu}\left(k_{i}-1\right)}{N}
$$

A knowledge extractor, with rewindable black-box access to a possible dishonest prover $\mathcal{P}^{*}$, essentially runs this tree finding algorithm to obtain a $\left(k_{1}, \ldots, k_{\mu}\right)$ tree of accepting transcripts. It evaluates one protocol interaction with $\mathcal{P}^{*}$ and
recursively rewinds $\mathcal{P}^{*}$, fixing its internal randomness and following the tree finding strategy of Tree. By the $\left(k_{1}, \ldots, k_{\mu}\right)$-special soundness property a witness can then be extracted efficiently from the obtained $\left(k_{1}, \ldots, k_{\mu}\right)$-tree of accepting transcripts. Hence, from Lemma 5 it immediately follows that a $\left(k_{1}, \ldots, k_{\mu}\right)$ special sound protocol is knowledge sound with knowledge error $\kappa$, where

$$
\kappa=\frac{N^{\mu}-\prod_{i=1}^{\mu}\left(N-k_{i}+1\right)}{N^{\mu}} \leq \frac{\sum_{i=1}^{\mu}\left(k_{i}-1\right)}{N} .
$$

The latter inequality follows since we have $N \geq \max _{i}\left(k_{i}\right)$ and thus $\prod_{i=1}^{\mu}(N-$ $\left.k_{i}+1\right) \leq N^{\mu}-N^{\mu-1} \sum_{i=1}^{\mu}\left(k_{i}-1\right)$. This proves Theorem 1

### 3.3 Tightness of Our Extraction Analysis

The knowledge error $\kappa$ of Theorem 1 is optimal, i.e., there exists a dishonest prover that succeeds in cheating with probability $\kappa$. Typically a dishonest prover can cheat in a $k$-special sound protocol by guessing a set of $k-1$ challenges and hoping that the verifier selects one of these challenges. The success probability of this attack is equal to $(k-1) / N$, where $N$ is the size of the challenge set. More generally, a cheating strategy for a $\left(k_{1}, \ldots, k_{\mu}\right)$-special sound $(2 \mu+1)$ move protocol goes as follows. For every round $i$, the cheating prover guesses a set of $k_{i}-1$ challenges. The cheating prover succeeds if there exists a round $i$ for which the verifier chooses one of the $k_{i}-1$ challenges guessed by the prover. The success probability of this attack is easily seen to be equal to the knowledge error $\kappa$. Hence, this knowledge error is optimal. Alternatively, we observe that there exist matrices $H$ with $\epsilon=\kappa$, i.e., for which the fraction of 1 -entries equals $\kappa$, that do not contain a $\left(k_{1}, \ldots, k_{\mu}\right)$-tree of 1 -entries.

Moreover, the tree finding algorithm is optimal in the following sense. The expected number of $H$-entries that are queried is exactly equal to the number of entries in a tree. Hence, we can not hope to find a tree faster than this. Moreover, taking a closer look at the proof of Lemma 5 shows that the success probability actually has the following lower bound

$$
f(\epsilon)=\left(\prod_{j=1}^{\mu} \frac{N}{N-k_{j}+1}\right)(\epsilon-\kappa) .
$$

Hence, if $\epsilon=1$ the success probability of Tree is at least $f(1)=1$, which is what we would expect.

### 3.4 A Note on Witness Extended Emulation

Lindell showed that a technical issue arises when using Proofs of Knowledge as subprotocols in larger cryptographic protocols [34]. To prove security of the compound protocol, a simulator is typically required to run the extractor of the PoK. However, the naive simulation approach does not necessarily run in polynomial time. To this end, Lindell defined the notion of witness-extended
emulation (WEE), capturing precisely the properties required when using PoKs as subprotocols. Moreover, he showed that any PoK has WEE, thereby solving this technical issue for all PoKs at once. Hence, from our extraction analysis it follows that any $\left(k_{1}, \ldots, k_{\mu}\right)$-special sound protocol has WEE.

Previously, there was no proof showing that a $\left(k_{1}, \ldots, k_{\mu}\right)$-special sound protocol is knowledge sound. For this reason prior works (e.g., [14) resorted to proving witness-extended emulation directly. However, these results are nontight and only apply to protocols with exponentially large challenge sets.

## 4 Decreasing the Knowledge Error of Public-Coin Interactive Protocols

In this section, we establish a novel parallel repetition theorem showing that the knowledge error can be decreased by repeating the protocol in parallel.

We want the knowledge error of a PoK to be negligible in the security parameter. If this is not the case the protocol is typically repeated, say $t$ times. The verifier of the composed protocol only accepts if all $t$ instances of the basic protocol are accepted. Ideally, and perhaps intuitively, this approach reduces the knowledge error from $\kappa$ down to $\kappa^{t}$. This is indeed the case if the repetitions are executed sequentially 27]. However, sequential repetition increases the round complexity. Since the security loss due to the Fiat-Shamir transformation increases exponentially in the number of rounds 23], this is unacceptable when considering the non-interactive instantiations of our protocols(see the full version of this paper [1]). Further, also in the interactive setting we would like to avoid the additional round complexity introduced by sequential composition.

For this reason, we aim to repeat the protocol in parallel. We write $\left(\mathcal{P}^{t}, \mathcal{V}^{t}\right)$ for the $t$-fold parallel repetition of an interactive argument $(\mathcal{P}, \mathcal{V})$. However, it is not true in general that parallel repetition decreases the knowledge error exponentially. There even exist interactive protocols for which parallel repetition does not decrease the success probability of a dishonest prover at all 10,39 . Analyzing parallel repetitions is significantly more complicated than analyzing sequential repetitions, because a dishonest prover does not have to treat all $t$ parallel instances independently, i.e., a message corresponding to a specific instance may depend on the messages and challenges of the other parallel instances.

If $(\mathcal{P}, \mathcal{V})$ is a 2 -special sound 3 -move protocol, then $\left(\mathcal{P}^{t}, \mathcal{V}^{t}\right)$ is 2 -special sound too. It therefore follows that the knowledge error of a 2 -special sound protocol decreases exponentially in the number of parallel repetitions. However, a similar result does not hold in general, i.e., in general special-soundness is not preserved by parallel repetition. For example, it is easily seen that the parallel repetition of a $k$-special sound protocol for $k \neq 2$ is not $k$-special-sound.

Several parallel repetition results, considering multi-round public-coin interactive arguments, have been established [28, 18, 19], showing that parallel repetition reduces the soundness error. However, "soundness" is a weaker notion than "knowledge soundness". Informally the soundness error is the success prob-
ability of a cheating prover and soundness does not require the existence of a knowledge extractor.

To the best of our knowledge a parallel repetition result for decreasing the knowledge error has not been established yet, even though the lattice-based Bulletproof protocols of [15] implicitly rely on such a parallel repetition result. In Theorem 3, we show that the knowledge error of a public-coin argument decreases close to exponentially in the number of parallel repetitions. Our proof uses the following result from [19]. This theorem shows that, given oracle access to a (possibly dishonest) prover $\mathcal{P}^{*}$ that, for statements $x$, succeeds in convincing $\mathcal{V}^{t}$ with probability $\epsilon(x)$, a prover $\mathfrak{P}^{\left(\mathcal{P}^{*}\right)}$ that succeeds in convincing $\mathcal{V}$ with probability $\approx \epsilon(x)^{1 / t}$ can be constructed.

Theorem 2 (Theorem 2 of $[19])$. Let $(\mathcal{P}, \mathcal{V})$ be a public-coin interactive argument for a language L. Let $t: \mathbb{N} \rightarrow \mathbb{N}$, and let $\left(\mathcal{P}^{t}, \mathcal{V}^{t}\right)$ be the $t$-fold parallel repetition of $(\mathcal{P}, \mathcal{V})$. There exists an oracle machine $\mathfrak{P}^{(\cdot)}$ such that for every $\xi: \mathbb{N} \rightarrow(0,1)$, every $\delta:\{0,1\}^{*} \rightarrow(0,1)$, every $x \in\{0,1\}^{*}$, and every PPT prover $\mathcal{P}^{*}$, it holds that if

$$
\operatorname{Pr}\left(\left(\mathcal{P}^{*}, \mathcal{V}^{t}\right)(x)=1\right) \geq \underbrace{(1+\xi(|x|)) \delta(x)^{t(|x|)}}_{\epsilon(x):=}
$$

then

$$
\operatorname{Pr}\left(\left(\mathfrak{P}^{\left(\mathcal{P}^{*}\right)}, \mathcal{V}\right)(x)=1\right) \geq \delta(x)
$$

Furthermore, $\mathfrak{P}^{\left(\mathcal{P}^{*}\right)}$ runs in time poly $\left(|x|, t(|x|), \xi(|x|)^{-1}, \epsilon(x)^{-1},(1-\delta(x))^{-1}\right)$.
Theorem 3 now shows that the $t$-fold parallel repetition of knowledge sound interactive argument is knowledge sound and that the knowledge error decreases close to exponential in $t$. More precisely, the theorem shows that if $(\mathcal{P}, \mathcal{V})$ has knowledge error $\kappa$, then $\left(\mathcal{P}^{t}, \mathcal{V}^{t}\right)$ has knowledge error $\kappa^{t}+\nu$, for arbitrary noticeable $\nu$. Therefore, by choosing $t$ large enough, we can show that $\left(\mathcal{P}^{t}, \mathcal{V}^{t}\right)$ has knowledge error $1 /|x|^{c}$ for any $c \in \mathbb{N}$. Note though that we cannot show that $\left(\mathcal{P}^{t}, \mathcal{V}^{t}\right)$ has negligible knowledge error $\operatorname{negl}(\lambda)$, because the running time of $\mathfrak{P}^{\left(\mathcal{P}^{*}\right)}$ scales with the inverse success probability of $\mathcal{P}^{*}$.

While it might seem that this barrier is rather an artifact of the proof technique of 19 on which we build, it was shown by 22 that Theorem 2 is tight when considering soundness amplification of protocols in general. More precisely, based on some cryptographic assumptions they showed that parallel repetition does not amplify security beyond negligible, meaning that for any negligible function negl one can find an instantiation that when starting with non-negligible soundness error, the protocol can always be broken with probability negl $(|x|)$, no matter how many parallel repetitions one runs.

For a proof of the theorem we refer to the full version of this paper [1].
Theorem 3. Let $(\mathcal{P}, \mathcal{V})$ be a public-coin interactive argument for a relation $R$ that is knowledge sound with knowledge error $\kappa: \mathbb{N} \rightarrow(0,1)$. Let $t: \mathbb{N} \rightarrow \mathbb{N}$ be upper bounded by a polynomial. Let $\nu: \mathbb{N} \rightarrow(0,1)$ be an arbitrary noticeable function. Then, $\left(\mathcal{P}^{t}, \mathcal{V}^{t}\right)$ is knowledge sound with knowledge error $\kappa^{\prime}=\kappa^{t}+\nu$.

Remark 2. The properties completeness and special honest verifier zeroknowledge are easily seen to be preserved by parallel repetition, although the completeness error increases in the number parallel repetitions.

## 5 A General Framework for Compressed $\boldsymbol{\Sigma}$-Protocols over Lattices

The main pivot of compressed $\Sigma$-protocol theory [6] is a basic $\Sigma$-protocol for proving that a committed vector satisfies some linear constraint. Subsequently, a compression mechanism is applied (recursively) to reduce the communication complexity from linear down to polylogarithmic in the input size. The composition of these protocols is referred to as a compressed $\Sigma$-protocol. In this section we present a natural abstraction similar to the one presented in [7, Appendix A] extended to the lattice setting. This requires a number of non-trivial adaptations that are explained in the following. Subsequently, we show how to instantiate this abstraction from a concrete lattice assumption.

In the following we first give an abstraction of the standard $\Sigma$-protocol to the lattice setting and then explain how the compression mechanism extends to this setting. Note that we give both protocols in a very abstract fashion, with the goal of allowing to instantiate them from a broad variety of lattice-based assumptions. Note that our abstraction is not restricted to instantiations based on lattices, but is tailored to this setting.

### 5.1 Standard $\Sigma$-Protocol

In this section we recall what we will refer to as standard $\Sigma$-protocol for proving knowledge of a preimage of some given module homomorphism $\Psi{ }^{4}$ This protocol can be viewed as the abstraction of the protocol of Schnorr 40 to arbitrary module homomorphisms, where we have to build in several relaxations in order to make it compatible with the lattice setting.

First, in the lattice setting the witness is required to be small, we therefore define a pair $(Y ; y)$ to be in the target relation if $Y=\Psi(y)$ and $\|y\| \leq \alpha$, for some $\alpha \in \mathbb{N}$. Note that this requires to define a norm in the preimage space, we therefore in the following restrict to modules with norm. If the preimage is not required to be small (as, e.g., is the case in the discrete log setting), one does not have to require a norm on the module and can simply ignore the corresponding requirements in the protocols. The requirement of the witness $y$ to have small norm is also where the main difficulty stems from, because one now has to transform a witness $y$ into a witness $x$, such that

1. the norm of $x$ is not much larger than $y$ (as otherwise the statement becomes meaningless), but
2. $x$ still hides $y$.
[^1]In order to ensure the second without a too large knowledge error, the relation that one can prove knowledge of does not correspond to the target relation $R$, but some relaxed relation $R^{\prime}$. In this case, we say the protocol is a protocol for the pair of relations $\left(R, R^{\prime}\right)$, i.e., an honest prover knows a witness for $R$ but can only prove knowledge of a witness for $R^{\prime}$.

In fact, there are two sources introducing "soundness slack": First, $x$ itself will in general already have larger norm than $y$ (in order to ensure hiding). Second, even worse, extracting a witness $\tilde{y}$ from two accepting transcripts, introduces additional slack. This slack is more difficult to control, as it depends on the inverse of challenge differences. As challenge differences will not necessarily be invertible over the underlying ring, we introduce an additional relaxation on the relation. Namely, for some fixed element $\zeta$ (in our examples, we will typically have that $\zeta$ is a power of two) we will consider relations $R^{\prime}$, such that $(X ; x) \in R^{\prime}$ if $\Psi(x)=\zeta \cdot X$ and $\|x\| \leq \beta$. We refer to $\zeta$ as an approximation factor.

More formally, let $\overline{\mathcal{R}}=\left\{\mathcal{R}_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ be an ensemble of rings, let $M=$ $\left\{M_{\lambda}\right\}_{\lambda \in \mathbb{N}}, N=\left\{N_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ be ensembles of $\mathcal{R}$-modules, let $\Psi=\left\{\Psi_{\lambda}: M_{\lambda} \rightarrow\right.$ $\left.N_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ be an ensemble of efficiently computable $\mathcal{R}$-module homomorphisms and let $\zeta=\left\{\zeta_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ be an ensemble of approximation factors (i.e., $\zeta_{\lambda} \in \mathcal{R}_{\lambda}$ for all $\lambda$ ). Let further $\|\cdot\|$ be a norm on $M$, let $\alpha, \beta: \mathbb{N} \rightarrow \mathbb{N}$ with $\alpha \leq \beta$. Then, we define the relations $R(\Psi, \alpha)=\left\{R_{\lambda}(\Psi, \alpha)\right\}_{\lambda \in \mathbb{N}}$ and $R(\Psi, \beta, \zeta)=\left\{R_{\lambda}(\Psi, \beta, \zeta)\right\}_{\lambda \in \mathbb{N}}$ via

$$
\begin{aligned}
R_{\lambda}(\Psi, \alpha) & =\left\{(Y ; y): y \in M_{\lambda}, Y=\Psi_{\lambda}(y),\|y\| \leq \alpha(\lambda)\right\}, \\
R_{\lambda}(\Psi, \beta, \zeta) & =\left\{(Y ; y): y \in M_{\lambda}, \zeta_{\lambda} \cdot Y=\Psi_{\lambda}(y),\|y\| \leq \beta(\lambda)\right\} .
\end{aligned}
$$

In the following we abstract the notion of rejection sampling [35, 36], which is used in lattice based cryptography to sample a value, such that

1. the sample algorithm is somewhat norm-preserving, i.e., the norm of the sampled value is not too much larger than the norm of the witness,
2. adding this value to the witness statistically hides the witness or the rejection sampling strategy aborts, and, finally,
3. the abort probability is essentially independent of the witness.

Definition 5 ( $V$-Hiding and $\beta$-Bounded Sampling). Let $\mathcal{R}=\left\{\mathcal{R}_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ be an ensemble of rings and let $M=\left\{M_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ be an ensemble of $\mathcal{R}$-modules. Let $V=\left\{V_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ be an ensemble of sets with $V_{\lambda} \subseteq M_{\lambda}$ for all $\lambda$. Let $(\mathcal{D}, \mathcal{F})$ such that $\mathcal{D}$ is an ensemble of efficiently sampleable distributions $\mathcal{D}=\left\{\mathcal{D}_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ over $M$, and $\mathcal{F}$ a PPT algorithm. We say $(\mathcal{D}, \mathcal{F})$-is $V$-hiding, if there exists a PPT algorithm $\mathcal{F}^{\prime}$ such that for each $\lambda \in \mathbb{N}$ :
$-\mathcal{F}$ on input $r \in M_{\lambda}$ and $v \in V_{\lambda}$, outputs $r+v$ or $\perp$,
$-\mathcal{F}^{\prime}$ on input $1^{\lambda}$, outputs an element $z \in M_{\lambda}$ or $\perp$,
such that the output distributions of $(\mathcal{D}, \mathcal{F})$ and $\mathcal{F}^{\prime}$ are statistically close. More precisely, there exists a negligible function negl: $\mathbb{N} \rightarrow \mathbb{N}$ such that for all $\lambda \in \mathbb{N}$ and for all $v \in V_{\lambda}$ we have

$$
\Delta\left(\left\{\mathcal{F}(r, v) \mid r \leftarrow \mathcal{D}_{\lambda}\right\},\left\{\mathcal{F}^{\prime}\left(1^{\lambda}\right)\right\}\right) \leq \operatorname{negl}(\lambda)
$$

where the probability is taken over the randomness of $\mathcal{D}_{\lambda}$ and the random coins of $\mathcal{F}, \mathcal{F}^{\prime}$. If the distribution of $(\mathcal{D}, \mathcal{F})$ and $\mathcal{F}^{\prime}$ are equal, we say $(\mathcal{D}, \mathcal{F})$-is perfectly $V$-hiding.

Note that by the above considerations we can upper bound the abort probability of $(\mathcal{D}, \mathcal{F})$ by

$$
\delta(\lambda)=\operatorname{Pr}\left[\mathcal{F}^{\prime}\left(1^{\lambda}\right)=\perp\right]+\operatorname{negl}(\lambda)
$$

for all $\lambda \in \mathbb{N}$.
Let further $\beta: \mathbb{N} \rightarrow \mathbb{N}$. We say that $(\mathcal{D}, \mathcal{F})$ is $\beta$-bounded if for all $\lambda \in \mathbb{N}, v \in$ $V_{\lambda}$ and $r$ in the support of $\mathcal{D}_{\lambda}$ it holds $\|\mathcal{F}(r, v)\| \leq \beta(\lambda)$ whenever $\mathcal{F}(r, v) \neq \perp$.

To improve readability, we will in the following omit the security parameter, and, e.g., simply say "Let $\mathcal{R}$ be a ring. ..", or "Let $\alpha \in \mathbb{N}$. . ", even though we assume all variables to be parametrized by the security parameter.

Before stating the $\Sigma$-protocol, we introduce the notion of an $\zeta$-exceptional subset, which will ensure that the protocol satisfies special soundness.

Definition 6 ( $\zeta$-Exceptional Subset). Let $\mathcal{R}$ be a ring, $\zeta \in \mathcal{R}$ and $\mathcal{C} \subseteq \mathcal{R}$ be a set. We say $\mathcal{C}$ is an $\zeta$-exceptional subset of $\mathcal{R}$, if for all pairs of distinct elements $c, c^{\prime} \in \mathcal{C}$ there exists a non-zero element $a \in \mathcal{R}$ such that $a\left(c-c^{\prime}\right)=\zeta$. If $\mathcal{C}$ is a 1-exceptional subset of $\mathcal{R}$, we simply say that $\mathcal{C}$ is an exceptional subset.

We further need to give bounds on the soundness slack introduced by extraction. To this end, for $\zeta$-exceptional subsets $\mathcal{C} \subset \mathcal{R}$ we define $w(\mathcal{C})$ and $\bar{w}(\mathcal{C}, \zeta)$ :

$$
\begin{align*}
w(\mathcal{C}) & =\max _{c \in \mathcal{C}, x \in \mathcal{R} \backslash\{0\}} \frac{\|c x\|}{\|x\|}, \\
\bar{w}(\mathcal{C}, \zeta) & =\max _{c \neq c^{\prime} \in \mathcal{C}, x \in \mathcal{R} \backslash\{0\}} \max _{a \in \mathcal{R}: a\left(c-c^{\prime}\right)=\zeta} \frac{\|a x\|}{\|x\|} . \tag{3}
\end{align*}
$$

The value $w(\mathcal{C})$ gives an upper bound on how much the norm of an element in $\mathcal{R}$ increases when multiplied by an element in $\mathcal{C}$, i.e., $w(\mathcal{C})$ is such that $\|c x\| \leq$ $w(\mathcal{C})\|x\|$ for all $c \in \mathcal{C}$ and $x \in \mathcal{R}$. Note that if $\mathcal{R}=\mathbb{Z}$ and with absolute value $|\cdot|$, we simply have $w(\mathcal{C})=\max \{|c|: c \in \mathcal{C}\}$.

The value $\bar{w}(\mathcal{C}, 1)$ gives an upper bound on how much the norm of an element in $\mathcal{R}$ increases when multiplied with the inverse of challenge differences, i.e., $\bar{w}(\mathcal{C}, 1)$ is such that $\left\|\left(c-c^{\prime}\right)^{-1} x\right\| \leq \bar{w}(\mathcal{C}, 1)\|x\|$ for all $x \in \mathcal{R}$ and distinct $c, c^{\prime} \in \mathcal{C}$. In general, the value $\bar{w}(\mathcal{C}, \zeta)$ gives an upper bound on how much the norm of an element in $\mathcal{R}$ increases when multiplied with an $a$ such that $a\left(c-c^{\prime}\right)=\zeta$ for challenges $c \neq c^{\prime}$. Note that $\bar{w}(\mathcal{C}, \zeta)$ is only well-defined if $\mathcal{C}$ is $\zeta$-exceptional.

The maximum over $a \in \mathcal{R}$ in Equation 3 can be replaced by a minimum, potentially resulting in tighter norm bounds. More precisely, the extractor can choose the element $a$ that minimizes $\|a x\| /\|x\|$. However, this requires the minimum to be efficiently computable. To avoid this additional assumption we take the maximum over all $a$. Moreover, in most practical applications $\mathcal{R}$ does not have zero-divisors and $a \in R$ is uniquely defined.

For a module $M$ over $\mathcal{R}$ with norm $\|\cdot\|$, similarly we define
$w_{M}(\mathcal{C})=\max _{c \in \mathcal{C}, x \in M \backslash\{0\}} \frac{\|c x\|}{\|x\|}$ and $\bar{w}_{M}(\mathcal{C}, \zeta)=\max _{c \neq c^{\prime} \in \mathcal{C}, x \in M \backslash\{0\}} \max _{a \in \mathcal{R}: a\left(c-c^{\prime}\right)=\zeta} \frac{\|a x\|}{\|x\|}$.
Note that for $M=\mathcal{R}^{n}$ and $\|\cdot\|$ over $M$ defined as $\ell_{p}$-norm (for $p \in \mathbb{N} \cup\{\infty\}$ ), we have $w_{M}(\mathcal{C})=w(\mathcal{C})$ and $\bar{w}_{M}(\mathcal{C}, \zeta)=\bar{w}(\mathcal{C}, \zeta)$.

We now state the standard $\Sigma$-protocol $\Pi_{0}$ for the pair of relations $(R(\Psi, \alpha), R(\Psi, 2 \beta, \zeta))$ in Protocol 1 Further, we summarize its properties in Theorem 4 For a proof we refer to the full version of this paper [1].

Protocol 1 Standard $\Sigma$-Protocol $\Pi_{0}$ for the pair of relations $(R(\Psi, \alpha), R(\Psi, 2 \beta \sigma, \zeta))$, where $\sigma=\bar{w}_{M}(\mathcal{C}, \zeta)$. Here, $(\mathcal{D}, \mathcal{F})$ is $V$-hiding and $\beta$-bounded, where $V=\{c y \mid y \in M,\|y\| \leq \alpha, c \in \mathcal{C}\}$.


Theorem 4 (Standard $\Sigma$-Protocol). Let $\mathcal{R}$ be a ring, let $M, N$ be $\mathcal{R}$ modules and let $\Psi: M \rightarrow N$ be an efficiently computable $\mathcal{R}$-module homomorphism.

Further, let $\zeta \in \mathcal{R}$ and $\mathcal{C} \subset R$ be a finite $\zeta$-exceptional subset of $\mathcal{R}$, let $\alpha, \beta \in \mathbb{N}$ and $\delta \in[0,1)$, let $V=\{c y \mid y \in M,\|y\| \leq \alpha, c \in \mathcal{C}\}$ and let $(\mathcal{D}, \mathcal{F})$ be a $\beta$-bounded $V$-hiding distribution with abort probability $\delta$.

Then, the protocol $\Pi_{0}$ (as defined in Protocol 1) is a 3-move protocol for relations $(R(\Psi, \alpha), R(\Psi, 2 \beta \sigma, \zeta))$ defined via

$$
\begin{aligned}
R(\Psi, \alpha) & =\{(Y ; y): y \in M, Y=\Psi(y),\|y\| \leq \alpha\} \\
R(\Psi, 2 \beta \sigma, \zeta) & =\{(Y ; y): y \in M, \zeta \cdot Y=\Psi(y),\|y\| \leq 2 \beta \sigma\}
\end{aligned}
$$

where $\sigma=\bar{w}_{M}(\mathcal{C}, \zeta)$.
It is complete with completeness error $\delta$, unconditionally 2 -special sound and statistical non-abort special honest verifier zero-knowledge.

Remark 3. In some settings it is beneficial to introduce another relaxation. For example, if $\zeta=1$ (i.e., if challenge difference are invertible), the aforementioned approach requires inverses of challenge differences to be of small norm. The following relaxed relation only requires challenge differences, and not necessarily their inverses, to be of small norm. It introduces an adapted approximation factor $\bar{c} \in \overline{\mathcal{C}}=\left\{c-c^{\prime} ; c, c^{\prime} \in \mathcal{C}, c \neq c^{\prime}\right\}$ and is defined as follows

$$
R(\Psi, \beta, \overline{\mathcal{C}})=\{(Y ; y, \bar{c}): y \in M, \bar{c} \cdot Y=\Psi(y),\|y\| \leq \beta, \bar{c} \in \overline{\mathcal{C}}\}
$$

The approximation factor $\bar{c}$ is not fixed and part of the secret witness. This relaxation allows for more efficient $\Sigma$-protocols. However, when composed with other protocols the fact that the approximation factors are not fixed introduces additional difficulties. These can be handled, but in most settings the required adjustments negate the benefits of this relaxed relation, we therefore do not consider it further.

For a generic transformation from non-abort SHVZK to SHVZK (or even standard zero-knowledge) we refer to the full version of this paper [1].

### 5.2 Compression Mechanism

Observe that the final message $x$ of protocol $\Pi_{0}$ is a witness for statement $X:=$ $W+c_{0} Y$, i.e., the final message can be viewed as a trivial proof of knowledge for $X \in L_{R(\Psi, \beta)}$. In the following, we will present a general view on the compression mechanism that allows to replace this trivial PoK by a more efficient one, using Bulletproof's folding mechanism [14, 16]. This protocol does not need to be SHVZK, since it is a replacement for the trivial PoK.

Compression function. The Bulletproof folding mechanism relies on an compression function that allows to compress the witness iteratively. In the following, we outline the properties the compression function has to satisfy. The main purpose of giving this abstraction is to improve readability of the protocols. In the full version of this paper [1] , we further give an abstraction generalizing to larger compression rate and the corresponding compression mechanism.

Definition 7 (Extractable compression function). Let $M, M^{\prime}$ be $\mathcal{R}$ modules, such that $M$ is of even rank $n$ and $M^{\prime}$ of rank $n / 2$. Let $\mathcal{C} \subset \mathcal{R}$ be an exceptional subset of $\mathcal{R}$. Let Comp $=\left\{\operatorname{Comp}_{c}: M \rightarrow M^{\prime}: c \in \mathcal{C}\right\}$ and $\Phi=\left\{\Phi_{c}: M^{\prime} \rightarrow M: c \in \mathcal{C}\right\}$, where $\Phi_{c}$ is an $\mathcal{R}$-module homomorphism for each $c \in \mathcal{C}$. Then, we say (Comp, $\Phi$ ) is an extractable compression function for $\mathcal{C}$, if the following holds: There exist maps $\pi_{L}, \pi_{R}: M \rightarrow M$, such that for all $c \in \mathcal{C}$ :

$$
\Phi_{c}\left(\operatorname{Comp}_{c}(x)\right)=\pi_{L}(x)+c \cdot x+c^{2} \cdot \pi_{R}(x)
$$

We further say that $(\operatorname{Comp}, \Phi)$ is $\left(\tau, \tau^{\prime}\right)$-norm preserving, if for all $c \in \mathcal{C}, x \in$ $M, z \in M^{\prime}$ :

$$
\left\|\operatorname{Comp}_{c}(x)\right\| \leq \tau \cdot\|x\| \text { and }\left\|\Phi_{c}(z)\right\| \leq \tau^{\prime} \cdot\|z\| .
$$

The reason why $\Phi_{c} \circ \mathrm{Comp}_{c}$ has to be of this specific form is to allow extractability even if the maps $\pi_{L}, \pi_{R}$ are not evaluated honestly. More precisely, let $\Psi: M \rightarrow N$. Then, given pairwise distinct $c_{1}, c_{2}, c_{3} \in \mathcal{C}$ and $z_{1}, z_{2}, z_{3} \in M^{\prime}$ such that $\Psi \circ \Phi_{c_{i}}\left(z_{i}\right)=A+c_{i} X+c_{i}^{2} B$ for $i \in[3]$ (for arbitrary $A, B \in N$ ), it is possible to extract an $x \in M$ with $\Psi(x)=X$ (resulting in 3-special soundness of the compression mechanism). In the lattice setting it is further crucial that we can give a meaningful bound on the norm of the extracted $x$. In the proof of Theorem 5 we will show that this is indeed the case.

Example 1 (Bulletproof compression function [14, 16]). Let $M=\mathcal{R}^{n}$ and $M^{\prime}=$ $\mathcal{R}^{n / 2}$. Then, the Bulletproof compression function is obtained as

$$
\begin{aligned}
\operatorname{Comp}_{c}\left(\left(x_{L}, x_{R}\right)\right) & =x_{L}+c \cdot x_{R} \\
\Phi_{c}(z) & =(c z, z)
\end{aligned}
$$

and

$$
\begin{aligned}
& \pi_{L}\left(\left(x_{L}, x_{R}\right)\right)=\left(0, x_{L}\right) \\
& \pi_{R}\left(\left(x_{L}, x_{R}\right)\right)=\left(x_{R}, 0\right)
\end{aligned}
$$

Recall that $w(\mathcal{C})=\max _{c \in \mathcal{C}, x \in \mathcal{R} \backslash\{0\}}\|c x\|_{\infty} /\|x\|_{\infty}$. The Bulletproof compression function is $(1+w(\mathcal{C}), w(\mathcal{C}))$-norm preserving, as for all $c \in \mathcal{C}, x \in M$

$$
\begin{aligned}
\left\|x_{L}+c \cdot x_{R}\right\|_{\infty} & \leq\|x\|_{\infty}+w(\mathcal{C})\|x\|_{\infty} \\
\|(c z, z)\|_{\infty} & \leq w(\mathcal{C})\|z\|_{\infty}
\end{aligned}
$$

whenever $w(\mathcal{C}) \geq 1$ (which will be the case for our instantiations).
Using the Bulletproof compression function with the $p$-norm $\|\cdot\|_{p}$ for arbitrary $p \in \mathbb{N} \cup\{\infty\}$ instead of restricting to the infinity norm, we obtain that the Bulletproof compression function is $\left(1+w_{p}(\mathcal{C}), 1+w_{p}(\mathcal{C})\right)$-norm preserving, because in general we can only guarantee

$$
\|(c z, z)\|_{p} \leq w_{p}(\mathcal{C})\|z\|_{p}+\|z\|_{p}
$$

where now $w_{p}(\mathcal{C})=\max _{c \in \mathcal{C}, x \in \mathcal{R} \backslash\{0\}}\|c x\|_{p} /\|x\|_{p}$.
The idea of the compression mechanism is as follows: First the prover commits to $A=\Psi\left(\pi_{L}(x)\right)$ and $B=\Psi\left(\pi_{R}(x)\right)$. Next, the verifier sends a challenge $c \in$ $\mathcal{C}$. Using the compression mechanism, the prover then compresses $x$ as $z=$ $\operatorname{Comp}_{c}(x)$. Now, the verifier can check if indeed $\Psi\left(\Phi_{c}(z)\right)=A+c X+c^{2} B$. As Comp $_{c}(x)$ is 2-compressing, this strategy reduces communication complexity by roughly a factor 2 . Note that this factor 2 reduction comes at the cost of sending two elements $A, B \in N$. Hence, in practice the reduction of the communication cost depends on the size of the $\mathcal{R}$-module $N$. Finally, by extrability it follows that the compression mechanism is 3 -special sound.

The compression mechanism is graphically displayed in Protocol 2 and its properties are summarized in Theorem 5 For a formal proof we refer to the full version of this paper [1].

Protocol 2 Generic Compression $\quad$ Mechanism $\Pi_{1}$ for relations $\left(R(\Psi, \beta), R\left(\Psi, \beta \sigma, \zeta^{3}\right)\right)$, where $\sigma=6 \tau \tau^{\prime} w_{M}(\mathcal{C})^{2} \bar{w}_{M}(\mathcal{C}, \zeta)^{3}$. Recall that (Comp, $\Phi$ ) is a $\left(\tau, \tau^{\prime}\right)$-norm preserving extractable compression map, i.e. for all $c \in \mathcal{C}$ :

$$
\Phi_{c}\left(\operatorname{Comp}_{c}(x)\right)=\pi_{L}(x)+c x+c^{2} \pi_{R}(x)
$$



Theorem 5 (Compression Mechanism). Let $M, M^{\prime}, N$ be $\mathcal{R}$-modules, such that $M$ has even rank $n$ and $M^{\prime}$ has rank $n / 2$ over $\mathcal{R}$, and let $\Psi: M \rightarrow$ $N$ be an $\mathcal{R}$-module homomorphism. Further, let $\zeta \in \mathcal{R}$ and let $\mathcal{C}$ be a finite $\zeta$-exceptional subset of $\mathcal{R}$, let $(\operatorname{Comp}, \Phi)$ be a $\left(\tau, \tau^{\prime}\right)$-norm preserving extractable compression function for $\mathcal{C}$ with projection maps $\pi_{L}, \pi_{R}$, and let $\sigma=$ $6 \tau \tau^{\prime} w_{M}(\mathcal{C})^{2} \bar{w}_{M}(\mathcal{C}, \zeta)^{3}$. Then, $\Pi_{1}$ as given in Protocol 2 is a 3 -move protocol for relations $\left(R(\Psi, \beta), R\left(\Psi, \beta \sigma, \zeta^{3}\right)\right)$ which satisfies perfect completeness and unconditional 3-special soundness.

### 5.3 Compressed $\Sigma$-Protocol

In this setting we build on the previous sections in order to present the compressed $\Sigma$-Protocol $\Pi_{\text {comp }}$, allowing to reduce complexity to polylogarithmic in the input length (when choosing a suitable instantiation).

The introduced soundness slack makes concatenating protocols a bit more involved than in the plain setting. For more details and a formal treatment of this issue we refer to the full version of this paper [1]. Informally

$$
\Pi_{\text {comp }}=\Pi_{1} \diamond \cdots \diamond \Pi_{1} \diamond \Pi_{0}
$$

for the appropriate instantiations of $\Pi_{0}$ and $\Pi_{1}$. Recall, that in the composition $\Pi_{b} \diamond \Pi_{a}$, the final message of protocol $\Pi_{a}$ is replaced by an execution of $\Pi_{b}$.

Building on the composition theorem and the results of the previous sections, where the compression function is instantiated with the Bulletproof compression function, we obtain the following corollary.

Corollary 2 (Generic Compressed $\Sigma$-Protocol). Let $\mu \in \mathbb{N}$. Let $M=\mathcal{R}^{2^{\mu}}$ and $\|\cdot\|_{\infty}$ the infinity norm on $M$ (for some underlying norm on $\mathcal{R}$ ). Let $\Psi: M \rightarrow$ $N$ be an $\mathcal{R}$-module homomorphism, let $\zeta \in \mathcal{R}$ and let $\mathcal{C}$ be a finite $\zeta$-exceptional subset of $\mathcal{R}$. Let $\alpha, \beta \in \mathbb{N}$ and $\delta \in[0,1)$, let $V=\left\{c y \mid y \in M,\|y\|_{\infty} \leq \alpha, c \in \mathcal{C}\right\}$ and let $(\mathcal{D}, \mathcal{F})$ be a $\beta$-bounded $V$-hiding distribution with abort probability $\delta$. Then, there exists a $(2 \mu+3)$-move public-coin protocol $\Pi_{\text {comp }}$ for the pair of relations

$$
\left(R(\Psi, \alpha), R\left(\Psi, 2 \beta \cdot \bar{w}(\mathcal{C}, \zeta) \cdot \sigma^{\mu}, \zeta^{3 \mu+1}\right)\right)
$$

where $\sigma=6 \cdot w(\mathcal{C})^{3} \cdot(1+w(\mathcal{C})) \cdot \bar{w}(\mathcal{C}, \zeta)^{3}$.
It is complete with completeness error $\delta$, unconditionally $(2,3, \ldots, 3)$-special sound and non-abort special honest-verifier zero-knowledge. Moreover, the communication costs are:
$-\mathcal{P} \rightarrow \mathcal{V}: 2 \mu+1$ elements of $N$ and 1 element of $\mathcal{R}$.
$-\mathcal{V} \rightarrow \mathcal{P}: \mu+1$ elements of $\mathcal{C}$.
In the full version of this paper [1] we outline how the abstract $\Sigma$-protocol theory yields a proof of knowledge with knowledge error $\kappa \leq(2 \mu+1) /|\mathcal{C}|$, which can be decreased to $1 / \lambda^{d}$ for arbitrary constant $d \in \mathbb{N}$ by applying the parallel repetition theorem (Theorem 3). Moreover, there we discuss the issues that arise when applying the Fiat-Shamir transform to our protocol in order to transform it into a non-interactive PoK. We further give details on how to use our compressed $\Sigma$-protocols non-interactively via the Fiat-Shamir transform.

## 6 Compressed $\Sigma$-Protocols from the MSIS Assumption

The compressed $\Sigma$-protocol $\Pi_{\text {comp }}$ of Corollary 2 is typically instantiated with $\Psi(\mathbf{x}, \gamma)=(\operatorname{Com}(\mathbf{x}, \gamma), L(\mathbf{x}))$ for a commitment scheme Com and a linear form $L$, where $\gamma$ is the commitment randomness. This allows a prover to show that a committed vector $\mathbf{x}$ satisfies a linear constraint. When instantiated with a compact or compressing commitment scheme, for which the size of a commitment is at most polylogarithmic in the size of the secret vector, protocol $\Pi_{\text {comp }}$ achieves communication complexity polylogarithmic in the input size. In the full version of this paper [1] we show how to linearize non-linear constraints and thereby prove that committed vectors satisfy arbitrary non-linear constraints. Therefore compressed $\Sigma$-protocol $\Pi_{\text {comp }}$ is only required to handle linear instances.

The generalizations of Section 5 were introduced to handle lattice-based commitment schemes. In this section, we instantiate compressed $\Sigma$-protocol $\Pi_{\text {comp }}$ for the following lattice-based commitment function (Definition 3)

$$
\mathrm{Com}: \mathcal{R}^{n} \times \mathcal{R}^{r} \rightarrow \mathcal{R}_{q}^{k}, \quad(\mathbf{x}, \gamma) \mapsto A_{1} \gamma+A_{2} \mathbf{x} \quad \bmod q
$$

Recall that, $\mathcal{R}=\mathbb{Z}[X] / f(X)$ for a monic irreducible polynomial $f(X), \mathcal{R}_{q}=$ $\mathcal{R} /(q)$ for a rational prime $q$, and $A_{1} \in \mathcal{R}_{q}^{k \times r}$ and $A_{2} \in \mathcal{R}_{q}^{k \times n}$ are sampled uniformly at random in the setup phase. This commitment scheme allows a prover to commit to "short" ring elements. We use it to commit to secret vectors of
$\mathcal{R}_{p}^{n}$ via their unique representation in $\left\{x \in \mathcal{R}:\|x\|_{\infty} \leq\lceil(p-1) / 2\rceil\right\}$. Subsequently, we aim to prove that a committed vector $\mathbf{x} \in \mathcal{R}_{p}^{n}$ satisfies an $\mathcal{R}_{p}$-linear constraint $L(\mathbf{x})=y$ for a linear form $L: \mathcal{R}_{p}^{n} \rightarrow \mathcal{R}_{p}$. To this end, we instantiate protocol $\Pi_{\text {comp }}$ with $\alpha=\lceil(p-1) / 2\rceil$ for the $\mathcal{R}$-module homomorphism

$$
\Psi: \mathcal{R}^{n} \times \mathcal{R}^{r} \rightarrow \mathcal{R}_{q}^{k} \times \mathcal{R}_{p}, \quad(\mathbf{x}, \gamma) \mapsto(\operatorname{Com}(\mathbf{x}, \gamma), L(\mathbf{x}) \quad \bmod p)
$$

Note that the protocol of Corollary 2 contains an approximation factor $\zeta^{3 \mu+1}$. This means that, in the instantiation of this section, a prover claims to know an exact opening $(\mathbf{x}, \gamma)$ of a commitment $P$ satisfying $L(\mathbf{x})=y$, but is only capable of proving knowledge of a relaxed opening $\left(\mathbf{x}^{\prime}, \gamma^{\prime}\right)$ such that $\operatorname{Com}\left(\mathbf{x}^{\prime}, \gamma^{\prime}\right)=\zeta^{3 \mu+1}$. $P$ and $L(\mathbf{x})=\zeta^{3 \mu+1} \cdot y \in \mathcal{R}_{p}$. For this reason, we require the approximation factor $\zeta$ to be invertible in $\mathcal{R}_{p}$. In this case, a commitment to a vector $\mathbf{x}^{\prime} \in \mathcal{R}_{p}^{n}$ is also a commitment to the vector $\tilde{\mathbf{x}}=\zeta^{-3 \mu-1} \mathbf{x}^{\prime} \in \mathcal{R}_{p}^{n}$ satisfying the linear constraint $L(\tilde{\mathbf{x}})=y$. Hence, if $\zeta \in \mathcal{R}_{p}^{*}$, we derive precisely the desired functionality of proving that a committed vector satisfies a linear constraint.

The lattice instantiation requires a distribution-algorithm pair $(\mathcal{D}, \mathcal{F})$ that is $V$-hiding, for $V=\left\{c y \mid y \in M,\|y\|_{\infty} \leq \alpha, c \in \mathcal{C}\right\}$, and $\beta$-bounded for some reasonably small $\beta \in \mathbb{N}$. We let $\mathcal{D}$ be a uniform distribution over an appropriate subset of $\mathcal{R}^{n+r}$. The following lemma shows that this approach gives the required properties. The smallest lattice-based signatures take $\mathcal{D}$ to be a Gaussian distribution. Namely, when the secrets have a bounded $\ell_{2}$-norm, the Gaussian distribution results in better protocol parameters. In our scenario this is not the case; our secrets are bounded in the $\ell_{\infty}$-norm. Additionally, uniform sampling is less prone to side-channel attacks. For this reason, the digital signature scheme Dilithium also deploys a uniform rejection sampling approach 24 .

Lemma 6 (Uniform Rejection Sampling). Let $\mathcal{R}=\mathbb{Z}[X] / f(X)$ for a monic and irreducible polynomial $f(X) \in \mathbb{Z}[X]$ of degree $d$, $\mathcal{C} \subset$ $\mathcal{R}$ and $m, \eta \in \mathbb{N}$. Let $\|z\|_{\infty}$ be the $\ell_{\infty}$-norm of the coefficient vector of $z \in \mathcal{R}^{m}$ and let $w(\mathcal{C})=\max _{c \in \mathcal{R}, x \in \mathcal{R} \backslash\{0\}}\|c x\|_{\infty} /\|x\|_{\infty}$. Let $V=$ $\left\{c x \in \mathcal{R}^{m}: c \in \mathcal{C} \subset \mathcal{R},\|x\|_{\infty} \leq\lceil(p-1) / 2\rceil\right\}$. Let $\mathcal{D}$ be the uniform distribution over $\left\{x \in \mathcal{R}^{m}:\|x\|_{\infty} \leq \eta\right\}$ and let

$$
\mathcal{F}(r, v)= \begin{cases}\perp, & \text { if }\|v+r\|_{\infty}>\eta-w(\mathcal{C})\lceil(p-1) / 2\rceil \\ v+r, & \text { otherwise } .\end{cases}
$$

Then $(\mathcal{D}, \mathcal{F})$ is perfectly $V$-hiding and $(\eta-w(\mathcal{C})\lceil(p-1) / 2\rceil)$-bounded, with abort probability $\delta \leq 1-e^{-\frac{w(\mathcal{C}) p m d}{2 \eta+1}}$.

Proof. Note that, for all $v \in V$, it holds that $\|v\|_{\infty} \leq w(\mathcal{C})\lceil(p-1) / 2\rceil$. Hence, the abort probability of the probabilistic algorithm $\{\mathcal{F}(r, v) \mid r \leftarrow \mathcal{D}\}$ equals

$$
\begin{aligned}
\delta & =1-\left(1-\frac{2 w(\mathcal{C})\lceil(p-1) / 2\rceil}{2 \eta+1}\right)^{m d} \\
& \leq 1-e^{m d \log \left(1-\frac{w(\mathcal{C}) p}{2 \eta+1}\right)} \leq 1-e^{-\frac{w(\mathcal{C}) p m d}{2 \eta+1}}
\end{aligned}
$$

Now let $\mathcal{F}^{\prime}$ be the algorithm that aborts with probability $\delta$ and otherwise outputs a $z \in\left\{x \in \mathcal{R}^{m}:\|x\|_{\infty} \leq \eta-w(\mathcal{C})\lceil(p-1) / 2\rceil\right\}$ sampled uniformly at random. Then it is easily seen that $\{\mathcal{F}(r, v) \mid r \leftarrow \mathcal{D}\}$ and $\left\{\mathcal{F}^{\prime}\right\}$ have exactly the same output distributions, i.e., $(\mathcal{D}, \mathcal{F})$ is $V$-hiding.

Finally, $(\mathcal{D}, \mathcal{F})$ is clearly $(\eta-w(\mathcal{C})\lceil(p-1) / 2\rceil)$-bounded.
The resulting instantiation of $\Pi_{\text {comp }}$, denoted by $\Lambda_{\text {comp }}(\eta)$, is parameterized by $\eta \in \mathbb{N}$ allowing for a trade-off between the abort probability and communication complexity of the protocol. Its properties are summarized in Corollary 3 .

Corollary 3 (Lattice-Based Compressed $\Sigma$-Protocol). Let $n, r, \mu, \eta \in \mathbb{N}$ such that $n+r=2^{\mu}$ and let $p, q \in \mathbb{N}$ be primes. Let $\mathcal{R}=\mathbb{Z}[X] / f(X)$ for a monic and irreducible polynomial $f(X) \in \mathbb{Z}[X]$ of degree $d$. Let $\zeta \in \mathcal{R}$ such that $\zeta \in \mathcal{R}_{p}^{*}$ and let $\mathcal{C}$ be a $\zeta$-exceptional subset of $\mathcal{R}$. Let $A_{1} \in \mathcal{R}_{q}^{k \times r}, A_{2} \in \mathcal{R}_{q}^{k \times n}$ and

$$
\Psi: \mathcal{R}^{n} \times \mathcal{R}^{r} \rightarrow \mathcal{R}_{q}^{k} \times \mathcal{R}_{p}, \quad(\mathbf{x}, \gamma) \mapsto\left(A_{1} \gamma+A_{2} \mathbf{x} \quad \bmod q, L(\mathbf{x}) \quad \bmod p\right)
$$

Then, there exists a $(2 \mu+3)$-move public-coin protocol $\Lambda_{\text {comp }}(\eta)$ for the pair of relations

$$
\begin{aligned}
R & =\left\{(P ; x): P=\Psi(x),\|x\|_{\infty} \leq\lceil(p-1) / 2\rceil\right\} \\
R^{\prime} & =\left\{(P ; x): \zeta^{3 \mu+1} \cdot P=\Psi(x),\|x\|_{\infty} \leq 2 \sigma^{\mu} \bar{w}(\mathcal{C}, \zeta)(\eta-w(\mathcal{C})\lceil(p-1) / 2\rceil)\right\},
\end{aligned}
$$

where $\sigma=6 \cdot w(\mathcal{C})^{3} \cdot(1+w(\mathcal{C})) \cdot \bar{w}(\mathcal{C}, \zeta)^{3}$ with $w(\cdot)$ and $\bar{w}(\cdot)$ defined as in Equation 3 .

It is unconditionally $(2,3, \ldots, 3)$-special sound, non-abort special honestverifier zero-knowledge and complete with completeness error

$$
\delta \leq 1-e^{-\frac{w(\mathcal{C}) p(n+r) d}{2 \eta+1}}
$$

Moreover, the communication costs are:
$-\mathcal{P} \rightarrow \mathcal{V}: 2 \mu+1$ elements of $\mathcal{R}_{q}^{k}, 2 \mu+1$ elements of $\mathcal{R}_{p}$ and 1 element of $\mathcal{R}$.
$-\mathcal{V} \rightarrow \mathcal{P}: \mu+1$ elements of $\mathcal{C}$.
Remark 4. Corollary 3 does not require $\zeta$ to be invertible in $\mathcal{R}_{p}$. In particular, this result is still valid for $\zeta=0$. However, in this case 0 is a witness for all statements $P \in L_{R^{\prime}}$ and thereby the claim that is being proven becomes vacuous. For this reason, in most practical scenarios we assume that $\zeta \in \mathcal{R}_{p}^{*}$.

### 6.1 Parameters

In this section, we consider compressed $\Sigma$-protocol $\Lambda_{\text {comp }}(\eta)$ defined over the cyclotomic number ring $\mathcal{R}=\mathbb{Z}[X] /\left(X^{d}+1\right)$ with $d$ a power of two and with challenge set $\mathcal{C}=\left\{0, \pm 1, \pm X, \ldots, \pm X^{d-1}\right\}$. We show that this protocol has communication complexity polylogarithmic in the input size. We only consider the simplified scenario of proving knowledge of a commitment opening.

Power-of-two cyclotomic number rings $\mathcal{R}$ and their monomial challenge set $\mathcal{C}$ have certain convenient properties. In particular, $w(\mathcal{C})=1$ and $\mathcal{C}$ is a 2 exceptional subset of $\mathcal{R}$. More precisely, $2 /\left(c-c^{\prime}\right) \in \mathcal{R}$ is a polynomial with coefficients in $\{-1,0,1\}$ for all distinct $c, c^{\prime} \in \mathcal{C}$ [13]. From this it follows that $\bar{w}(\mathcal{C}, 2) \leq d$. For a more detailed discussion on optimal challenge sets see [37, 8].

Let us now determine the asymptotic communication complexity. First note that, by Theorem 11, $\Lambda_{\text {comp }}(\eta)$ has knowledge error $\kappa \leq(2 \log (n+r)+$ $1) /(2 d+1) \leq \log (n+r) / d$ (assuming that $\log (n+r)<d)$. For this reason $t=\Theta(\lambda /(\log d-\log \log (n+r)))$ parallel repetitions are required, where $\lambda$ is the security parameter. Note that, in the analysis of the lattice-based Bulletproof folding technique it is incorrectly claimed that their protocol achieves $\mathcal{O}(1 / d)$ knowledge error [15, p. 20]..$^{5}$ However, similar to our protocol, it achieves a $\mathcal{O}(\log (n+r) / d)$ knowledge error.

Moreover, we assume $\eta=\Theta(t d p(n+r))$, which by Corollary 3 is enough to achieve a constant completeness error. From Corollary 3 it now follows that the extractor outputs a $\left(B, 2^{3 \mu+1}\right)$-relaxed commitment opening, where

$$
B=2 d \cdot\left(12 d^{3}\right)^{\mu}\left(\eta-\left\lceil\frac{p-1}{2}\right\rceil\right)=\Theta\left(d^{2} t p(n+r)^{3+\log 3+3 \log d}\right)
$$

Hence, the commitment scheme must be instantiated to be binding with respect to $\left(B, 2^{3 \mu+1}\right)$-relaxed commitment openings, i.e., the $\operatorname{MSIS}_{k, n+r, 2 B}^{\infty}$ problem over $\mathcal{R}_{q}$ must be computationally infeasible (Lemma 3). Recall that commitments are vectors in $\mathcal{R}_{q}^{k}$. From the Micciancio-Regev bound (Equation 1 it follows that this problem is hard if

$$
\begin{equation*}
d k \log q \geq \frac{\log ^{2}(2 B \sqrt{n+r})}{4 \log \delta}=\Theta\left(\frac{\log ^{2} d \log ^{2} t d p(n+r)}{\log \delta}\right) \tag{4}
\end{equation*}
$$

where $\delta$ is the root Hermite factor. Note that we derive an additional $\sqrt{n+r}$ factor because we reduce the MSIS-problem from the $\ell_{\infty}$-norm to the $\ell_{2}$-norm. When these commitments are considered stand-alone their size is independent of the input rank $n$, i.e., they are compact. However, the soundness slack of our protocols depends (polynomially) on $n$. Hence, the commitment scheme must be instantiated such that the bit size $d k \log q$ of commitments is polylogarithmic.

By Lemma 1 it now follows that $r$ is polylogarithmic in the input size. Together with Corollary 3 and the fact that $t=\Theta(\lambda /(\log d-\log \log (n+r)))$, this shows that the prover has to send

$$
\mathcal{O}\left(\frac{\lambda \log ^{2} d \log n \log ^{2} \lambda d p n}{\log \delta(\log d-\log \log n)}\right)
$$

bits of information to the verifier. Hence, this instantiation of $\Lambda_{\text {comp }}(\alpha, \eta)$ indeed achieves communication complexity polylogarithmic in the input size.

[^2]Remark 5. The lattice based Bulletproof instantiation of [15] considers the case $k=1$ and they derive a communication complexity of $\mathcal{O}(d \lambda \log n \log p n / \log \delta)$ (using our notation) under the assumption that $\log q=\Theta(\log d \log p n)$. However, to ensure that the underlying commitment scheme is binding they must choose $d=\Theta(\log q)$. Moreover, they incorrectly estimate their knowledge error to be $\mathcal{O}(1 / d)$ instead of $\mathcal{O}(\log n / d)$. Taking these two issues into account gives their protocol a communication complexity of

$$
\mathcal{O}\left(\frac{\lambda \log ^{2} d \log n \log ^{2} p n}{\log \delta(\log d-\log \log n)}\right) .
$$

The additional factor $\lambda d$ inside the logarithm of our communication complexity can be explained by the fact that, in contrast to [15], our protocol is zero-knowledge. Besides this factor, our communication complexity is the same.

Remark 6. Because the security loss of the Fiat-Shamir transform is exponential in the number of rounds, the non-interactive variant of the $t$-fold parallel repetition of protocol $\Lambda_{\text {comp }}(\eta)$ requires a factor $\mathcal{O}(\mu)=\mathcal{O}(\log n)$ more parallel repetitions than the interactive variant. Therefore, the communication complexity of the non-interactive variant is a factor $\mathcal{O}(\log n)$ larger. This issue has been overlooked in prior works.

## 7 Proving Non-Linear Relations

Thus far, we have shown how to prove that committed vectors satisfy linear constraints. To handle non-linear constraints, we deploy an adaptation of the strategy from $[6]$ that uses secret sharing to linearize non-linearities.

The techniques from [6] are not directly applicable to the lattice setting, since their relations and arithmetic secret sharing are defined over a large field. In our adaptation the arithmetic secret sharing is not defined over a field but over a quotient of a number ring. This introduces two challenges: (1) the ring may be small and (2) not all ring elements have a multiplicative inverse. In our adaptation, these challenges are handled by defining the secret sharing scheme over an appropriately chosen ring extension. For more details we refer to the full version of this paper [1].
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