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Abstract. Witness encryption (WE), first introduced by Garg, Gentry,
Sahai and Waters in [GGSW13], is an encryption scheme where messages
are encrypted with respect to instances of an NP relation, such that in
order to decrypt one needs to know a valid witness for the instance that
is associated with the ciphertext.
Despite of significant efforts in the past decade to construct WE from
standard assumptions, to the best of our knowledge all of the existing
WE candidates either rely directly on iO or use techniques that also seem
to imply iO in the same way that they seem to imply WE.
In this work we propose a new hardness assumption with regard to lattice
trapdoors and show a witness encryption candidate which is secure under
it. Contrary to previous WE candidates, our technique is trivially broken
when one tries to convert it to iO, which suggests that the security
relies on a different mechanism. We view the gap between WE and iO
as an analogue to the gap between ABE and FE and thus potentially
significant.
Intuitively, the assumption says that “the best an attacker can do with a
trapdoor sample is to use it semi-honestly” – i.e. that LWE with respect
to a public matrix A, given as auxiliary information a trapdoor sample
K← ATD(B), is as hard as LWE with respect to the public matrix [A|B]
and no auxiliary information.
In order to formally utilize the assumption we define a notion of LWE
oracles with generic distributions of public matrices and auxiliary infor-
mation. This model allows to bound the hardness of LWE with respect
to one distribution as a function of the hardness of LWE with respect to
another distribution. Repeated arguments of this flavor can be used as
a sequence of hybrids in order to gradually change the challenge that an
adversary is facing while keeping track on the security loss in each step
of the proof. Typically security proofs of LWE-based systems implicitly
make arguments of this flavor for distributions that are indistinguishable,
while our model allows to make relaxed arguments that in some cases
suffice for the proof requirements.
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1 Introduction

Witness Encryption. Witness encryption (WE), first introduced by Garg, Gentry
Sahai and Waters in [GGSW13], is an encryption scheme where messages are
encrypted with respect to instances of an NP relation, such that in order to
decrypt a ciphertext one needs to know a valid witness for the instance that is
associated with the ciphertext. Despite of significant efforts in the past decade
to construct witness encryption from a standard hardness assumption, to the
best of our knowledge the only construction that was proven secure under an
explicit assumption relies on multi-linear maps [GLW14].

WE via iO. Indisitinguishability obfuscation (iO) is known to imply WE. In the
past few years there have been major breakthroughs that lead to an iO scheme
with provable security from standard hardness assumptions [Lin16,LV16,Lin17,
LT17, AJL+19, Agr19, JLMS19, GJLS21, JLS21]. While the result serves as a
proof of feasibility, it is challenging to grasp the intuition behind the resulting
construction because it consists of a long sequence of reduction steps between
various notions. It is therefore natural to ask whether there exist “simple” WE
and iO candidates with provable security from standard assumptions. Recently
Wee and Wichs proposed in [WW21] an iO candidate from lattices, based on
the framework of [BDGM20], and proved its security assuming the existence of
an oblivious LWE sampler. Other LWE-based iO candidates were suggested by
Wichs and Zirdelis in [WZ17] and by Chen et al. in [CVW18], however without
any security proof.

1.1 Our Contribution

We propose a new hardness assumption with regard to lattice trapdoors and
show a witness encryption candidate which is secure under it. Intuitively, the
assumption says that “the best an attacker can do with a trapdoor sample is to
use it semi-honestly” – i.e. that LWE with respect to a public matrix A, given
as auxiliary information a trapdoor sample K ← ATD(B), is as hard as LWE
with respect to the public matrix [A|B] and no auxiliary information.

The assumption can be viewed as a generalization of provable cases that
are widely used in the literature, where the two extreme cases are when B
is trivially LWE-hard (e.g. uniformly random) and when B is trivially LWE-
broken (e.g. the gadget matrix). We believe that it also captures the intuition
behind other structured LWE scenarios that seem to be secure but fail to pass
traditional analysis techniques, so any counter example would greatly improve
our understanding of the lattice toolbox.

In order to formally state the assumption and use it in the security proof of
the scheme we define a notion of LWE challenges with general distributions of
public matrices and auxiliary information. This model allows us to bound the
hardness of LWE with respect to one distribution as a function of the hardness
of LWE with respect to another distribution. Repeated arguments of this flavor
can be used as a sequence of hybrids in order to gradually change the challenge
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that an adversary is facing while keeping track on the security loss in each step
of the proof. Typically security proofs of LWE-based systems implicitly make
arguments of this flavor for distributions that are indistinguishable, while our
model allows to make relaxed arguments that in some cases suffice for the proof
requirements.

We note that under some circumstances a polynomial number of trapdoor
samples can lead to exponentially many public matrices that are potentially
accessible, so the model is defined such that the number of public matrices for
which the adversary gets to see an LWE expression is bounded by its running
time. This is enforced by modeling the LWE experiment as a game between the
adversary and an oracle that has all of the accessible matrices hard-wired in
it, where the oracle provides upon request LWE samples with respect to any of
these matrices.

Comparison with Previous WE Candidates

WE vs. iO. To the best of our knowledge all of the existing WE candidates
either rely directly on iO or use techniques that also seem to imply iO in the
same way that they seem to imply WE (see the discussion above). Contrary
to that, our technique is trivially broken when one tries to convert it to iO.
In particular it is easy to break the underlying LWE assumption given a valid
witness, which is not the case in a generic iO-based WE construction. This
suggests that the differences between our technique and existing candidates are
not merely technical, rather, the security is based on a different mechanism and
our assumption is possibly tighter. We view the gap between WE and iO as an
analogue to the gap between ABE and FE and thus potentially significant.

Number of Hybrids. The security analysis of our candidate requires 2poly(ℓ) hy-
brids where ℓ is the witness length. This is compatible with the barriers that
were discussed in [GGSW13,GLW14]. We note that the only other explicit candi-
date with a security proof (the MMaps-based construction of [GLW14]) requires
poly(2ℓ) hybrids.

2 Overview of Techniques

Our candidate conceptually consists of two layers. First, we define and show the
existence of resilient branching programs that behave in a predicted manner
when they are executed with a sequence of bits that violate the index-to-input
map. This part of the work is information-theoretic in nature and relies on an iO
candidate suggested by [CHVW19]. The second layer takes a branching program
of this form and generates a collection of matrices and [GGH15] encodings that
correspond to the nodes and edges respectively of the branching program. The
matrices of the end layer are generated according to a secret-sharing access
structure that is provided as part of the resilient branching program, and the
ciphertext is provided as an LWE challenge with respect to the start layer.
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The security analysis of the scheme takes two main steps. First, we use the
security assumption about lattice trapdoors to gradually replace the GGH15
encodings with “accessible matrices” that the adversary could derive by using
any sequence of trapdoors of his choice. This is done in the direction of the
computation of the branching program (it is essentially a BFS over the branching
program nodes). This can be interpreted as a reduction from a security game
of the scheme where the trapdoor samples can be used maliciously to a security
game of the scheme where the trapdoor samples can only be used as intended.

In the second part of the security analysis we prove from standard assump-
tions the security of the scheme in the latter game. To formalize this game,
we consider an LWE experiment where the adversary can receive upon request
LWE samples with respect to any accessible node in the branching program,
and bound the success probability of all ppt adversaries in this experiment. In
this part of the proof we use the fact that f(x) = 0 for all x ∈ {0, 1}ℓ (since
security should hold only when there are no valid witnesses) and the information-
theoretic properties of the resilient branching program when it is executed with
corrupted sequences. This part of the proof takes 2poly(ℓ) hybrids since it handles
each evaluation sequence individually.

2.1 Notations

For ease of exposition we treat vectors as row vectors by default. We let v[i]
denote the ith entry of the vector v and we let M[i, j] denote the entry in the ith
row and jth column of the matrixM. We let≡λ denote computational/statistical
indistinguishability with respect to a security parameter λ.

2.2 Branching Programs with Resiliency to Corrupted Inputs

This section is based on an iO candidate suggested by [CHVW19]. The computa-
tional model that is used in this work is a generalized form of matrix branching
programs. Recall that a width-w length-t matrix BP that computes a predicate
f : {0, 1}ℓ → {0, 1} is described by a start state vector vstart ∈ {0, 1}w where
∥vstart∥1 = 1, an index-to-input map ρ : [t] → [ℓ] and a tuple of 2t evaluation
matrices {Mj,b}j∈[t],b∈{0,1}, where the guarantee is that for all x the first entry
of vx ∈ {0, 1}w equals f(x), where

vx = vstart

t∏
j=1

Mj,xρ(j)
.

By Barrington’s Theorem [Bar89], each f ∈ NC1 can be computed by a polynomial-
sized BP whose evaluation matrices are permutations. A central problem that
arises when one attempts to use branching programs in the context of witness
encryption is handling evaluation sequences z ∈ {0, 1}t that are inconsistent with
any input string x ∈ {0, 1}ℓ. This happens whenever there exist indices i, i′ ∈ [t]
for which ρ(i) = ρ(i′) but z[i] ̸= z[i′]. The problem is that in a BP-based solution,
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for correctness we typically would provide in the ciphertext some information
that allows to evaluate the BP with respect to any sequence z ∈ {0, 1}t, while
in the security proof we can only make assumptions about the BP output when
it is executed with non-corrupted sequences z.

To overcome this problem we define a generalized form of matrix BP with
a related security notion, where it is required that the BP outputs 0 for any
x for which f(x) = 0 and also for any corrupted sequence z. In this model we
allow start vectors vstart ∈ {0, 1}w with multiple 1 entries, i.e. ∥vstart∥1 ≥ 1,
which can be thought of as if the BP holds multiple active nodes that are being
updated simultaneously according to the same sequence of input bits z. We
require an additional map F : {0, 1}w → {0, 1} that dictates the final output of
the BP according to the active nodes in the end layer. That is, for every sequence
z ∈ {0, 1}t we define

vz = vstart

t∏
j=1

Mj,zj

and we require that if z is consistent with some input x (according to ρ) then
F (vz) = f(x), and if z is corrupted then F (vz) = 0. This allows us in the
security proof to rely on the assumption that for all z ∈ {0, 1}t it holds that
F (vz) = 0. We note that for any f ∈ NC1 there is a degenerate width-2ℓ BP
of this form in which the evaluation steps simply read each input-bit once and
record it in one of two possible states, and the complexity of f is pushed to F .
However, in this work we impose additional restrictions about F – we require
that it will be a read-once monotone CNF formula, i.e.

F (vz) =
∧
j∈[k]

 ∨
i∈Sj

vz[i]

 (1)

where {Sj}j∈[k] are disjoint subsets of [w]. We also require that the evaluation
matrices will be almost injective, where by that we mean that each evaluation
matrix induces a map [w] → [w] ∪ {⊥} where ⊥ represents a “dead end” sink
state that can have multiple pre-images, but each of the other values in [w] has
at most a single pre-image. Formally this translates to the requirement that
every row vector and every column vector of every evaluation matrix has at
most a singe entry that equals 1. We note that a Barrington’s BP satisfies these
structural properties and show how to compile it into a BP that is resilient to
corrupted inputs.

Our compiler adds 3ℓ nodes to the width of the BP, where each triplet works
as a memory cell for an input index i ∈ [ℓ]. The nodes of the ith triplet represent
the following possible states:

1. xi has not been read yet.
2. xi was 0 every time it was read.
3. xi was 1 every time it was read.

The evaluation matrices can be defined naturally to maintain this information
with respect to each index i ∈ [ℓ] after each evaluation step j ∈ [t] by using a
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diagonal concatenation of sub-matrices that work on each index individually. In
every step where the i’th bit should be read, if the received bit is inconsistent
with the current state of the memory cell that corresponds to i, the BP moves
to the sink state. The vector vstart is defined such that each memory cell starts
at the state ”xi has not been read yet”. The state-to-output map F consists of
k = ℓ + 1 clauses that check that each of the ℓ memory cells is in either of the
three states mentioned above (i.e. that neither of the memory cells is in the sink
state), and that the underlying Barrington’s BP is in its accepting state.

Secret Sharing for F Consider a simple perfect secret-sharing according to F
as follows. Let F be as in Eq (1) with respect to the subsets {Sj}j∈[k]. Sample k
values {rj}j∈[k] such that each subset of size k− 1 is uniformly random, but the
sum of all of them is 0. Let each index i ∈ [w] hold the share rj iff i ∈ Sj . Note
that since {Sj} are disjoint each index i ∈ [w] holds at most a single share. Each
index i ∈ [w] that does not appear in any of the sets Sj receives an independent

uniformly random share r
$← {0, 1}.

The properties of this secret sharing procedure that we would like to highlight
are as follows. For every sequence z ∈ {0, 1}t consider the subset of active indices
of vz, i.e. Sz = {i : vz[i] = 1}i∈[w]. Then according to the way we defined vstart

and the evaluation matrices of the BP, it holds that:

– For j = 1, . . . , ℓ, if z is consistent with respect to the jth bit of the input
then |Sj ∩ Sz| = 1, otherwise |Sj ∩ Sz| = 0.

– For j = ℓ + 1, if the underlying Barrington’s BP ends in the accepting
state when it is executed with the sequence z then |Sj ∩ Sz| = 1, otherwise
|Sj ∩ Sz| = 0.

It follows that:

– If F (vz) = 1 then |Sj ∩ Sz| = 1 for all j ∈ [ℓ + 1] and therefore the sum of
the shares that correspond to indices in Sz is 0.

– I F (vz) = 0 then there is at least one set Sj∗ for which |Sj∗ ∩ Sz| = 0.
This implies that all of the shares that correspond to the indices in Sz are
uniformly random when observed together (since there are at most k − 1 or
them). Moreover, each of the other shares that are not in Sz can be simulated
as a sum of the shares that are in Sz and possibly additional random samples.

2.3 The Witness Encryption Construction

To encrypt a message µ ∈ {0, 1} with respect to an NP relation we first generate
a branching program as was described above for the verification algorithm of the
relation. The encryption then proceeds as follows:

1. Sample w matrices according to the secret-sharing algorithm with respect
to F that was described above. Denote these matrices by {At+1,i}i∈[w]. We
sometimes refer to them as the end layer.
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2. For every node of the BP, i.e. for every i ∈ [w] and j ∈ [t], sample a matrix
Aj,i with a trapdoor.

3. For every step j ∈ [t] sample a pair of short matrices Sj,0, Sj,1.

4. For every edge of the BP (j, i) → (j + 1, i′) with respect to an input bit
b ∈ {0, 1}, if i′ is not the sink state then use the trapdoor of Aj,i to sample

K← ATD
j,i (Sj,bAj+1,i′) .

5. Sample a secret vector s. For each i ∈ [w] for which vstart[i] = 1:

– If µ = 0 then sample cti as a uniformly random vector.

– If µ = 1 then compute cti = sA1,i + ei for some error vector ei.

Output all of {cti}i along with the trapdoor-samples from Step 4.

Note that in Step 4 the targets of the trapdoor samples do not have an error term.
We will use an LWE assumption with respect to the secrets {Sj,b}j∈[t],b∈{0,1}
in intermediate hybrids during the security analysis by adding error terms E.
Intuitively, the trapdoor-targets are only accessible to the adversary as part of
LWE expressions that include the error vectors {ei}i. In the security proof we
will add to the trapdoor-targets error terms E that are swallowed by {ei}i and
so they do not noticeably affect the view of the adversary. We note that adding
error terms E in the real construction would not detract from the correctness nor
the security of the scheme (up to some polynomial changes in the parameters),
but since it is not required we avoid it for simplicity.

Decryption. In order to decrypt a ciphertext using a valid witness x ∈ {0, 1}ℓ,
apply trapdoor samples to the vectors {cti} according to the steps that the
BP takes when it is evaluated with the input x. This should result in LWE
expressions with respect to the matrices

{SxAt+1,i : vx[i] = 1}i∈[w] (2)

where Sx =
∏t

j=1 Sj,xρ(j)
. Since x is a valid witness then F (vx) = 1 and then

according to the secret sharing algorithm it should hold that∑
i:vx[i]=1

At+1,i = 0 .

Therefore, if the sum of the LWE expressions with respect to the matrices in (2)
is close to zero then output µ = 1 and otherwise output µ = 0.

2.4 Analysis Model

We now discuss the model that will be used in the security analysis.
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Standard Decisional LWE. A standard (decisional) LWE experiment considers
a distinguisher D that needs to distinguish whether it interacts with a random
oracle or with an LWE oracle OLWE , where OLWE has some secret vector s and
error distribution χ hard-wired in it, and upon receiving a request from D the
oracle samples a uniformly random matrix B along with an error term e ← χ
and replies with (B, sB + e). Let us denote by AdvLWE

D the advantage of D in
the standard LWE experiment. The assumption that LWE is hard then can be
stated as

AdvLWE
D ≤ negl(λ) for all ppt distinguishers D.

We now generalize this model so that we can make arguments about the hardness
of LWE with respect to matrices B that are not necessarily uniform, where D
might be exposed to some auxiliary information. We let aux be correlated to B,
e.g. it can be a trapdoor-sample with respect to it. We will also need to capture
scenarios where D gets to choose matrices from an indexed domain {Bi}i.

General Public Matrices and Auxiliary Information. For any pair of (possibly
correlated) distributions B and aux consider a distinguisher D that is provided
with aux as input and needs to distinguish whether it interacts with a random
oracle or with an oracle OLWE(B), where OLWE(B) has some secret vector s and
error distribution χ hard-wired in it, and upon receiving a request from D the
oracle samples a matrix B← B along with an error term e← χ and replies with

(B, sB + e). We denote by Adv
LWE(B)
D(aux) the advantage of D in an experiment of

this form.
This notation allows us to make relative statements about the hardness of

LWE with respect to different distributions (B, aux) and (B′, aux′) before stating
anything about the hardness of either of them individually. We can argue that
LWE with respect to (B, aux) is at least as hard as LWE with respect to (B′, aux′)
as follows:

For any ppt distinguisher D there exists a ppt distinguisher D′ such that (3)

Adv
LWE(B)
D(aux) ≤ Adv

LWE(B′)
D′(aux′) + negl(λ).

Standard proof strategies oftentimes implicitly make arguments similar to (3) for
distributions (B, aux) and (B′, aux′) that are indistinguishable. In fact it easy to
show that whenever (B, aux) and (B′, aux′) are indistinguishable then (3) indeed
holds by setting D′ = D, because the view of D remains negl(λ)-close in both of
the experiments.

There are also scenarios where Argument (3) holds for distributions B and B′
that are clearly distinguishable. As an example, for any B consider B′ = B + E
where E is a distribution such that for all E← E the term sE is swallowed by the
error distribution χ of the oracle OLWE(B). Then B and B′ might be distinguish-
able (e.g. if B is a constant), but it can be shown that (3) still holds by setting
D′ = D because the view of D remains statistically-close in the experiments
against OLWE(B) and OLWE(B+E).
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Another common scenario is when aux is efficiently sampleable and not cor-
related to B. In that case Argument (3) can be proved with respect to (B, aux)
and (B, 1λ) by considering a distinguisher D′(1λ) that locally samples aux and
then works the same as D(aux).

Indexed Public Matrices. Up until now we considered an oracle OLWE(B) that
upon request samples a fresh instance of the form B ← B. This model does
not capture cases where the distinguisher gets to choose the matrices from the
domain of B for which he sees LWE samples. We change the definition of the
oracle to support scenarios of this form. Let B = {Bi}i∈[p] be a collection of p

matrices. The random oracle OLWE(B) has a secret vector s and error distribu-
tion χ hard-wired in it, and upon receiving a request i ∈ [p] it samples an error
term ei ← χ and replies with sBi + ei. Repeated queries for the same i are
replied with the same error term ei.

Notes.

1. p can be exponentially large, but any ppt distinguisher D that interacts with
OLWE(B) only gets to see samples with respect to a polynomial-sized subset
of B that it can choose adaptively upon seeing previous replies.

2. aux must be of polynomial size because it is given explicitly to D. It is also
reasonable to define a model where aux can be of exponential size, such
that it is hard-wired to the LWE oracle and parts of it are provided to D
upon request via auxiliary queries. In this work we use the version that was
discussed above because it suffices for our needs.

3. The model can capture scenarios where the oracle should sample a fresh
matrix B← B′ for each query by considering a collection B = {Bi}i∈[p] that
consists of samples Bi ← B′ for p ∈ exp(λ).

4. The term Bi “in the clear” does not appear anymore in the reply of the
oracle, so the model can capture cases where the matrices in B are not
necessarily known to the attacker. Additional information about B can be
revealed in aux if required.

Example Consider 2t matrices {Sj,b}j∈[t],b∈{0,1} from a Gaussian distribution
and w uniformly random matrices {Ai}i∈[w]. Define the collection

B =

Bz =

Bz,i =

t∏
j=1

Sj,zjAi


i∈[w]


z∈{0,1}t

.

It can be shown via a sequence of O(t) hybrids that LWE with respect to B is
hard. Consider the sequence of hybrids Bt, (Bt−1

temp,Bt−1), . . . , (B0temp,B0) where
in each hybrid we change the way that matrices in B are sampled. Let Bt = B
as above and make the following inductive assumption about Bj :
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There is a collection of uniformly random matrices

Aj =
{
Aj

ẑ = {Aẑ,i}i∈[w]

}
ẑ∈{0,1}t−j

such that each Bj
z,i ∈ Bj is of the form

Bj
z,i =

j∏
j′=1

Sj′,zj′Aẑ,i

where ẑ is the length-(t− j) suffix of z.

Note that the assumption holds for j = t by definition for the set At = {Ai}i∈[w].
For j = t−1, . . . , 0, under the inductive assumption with respect to Bj+1, define
hybrid Bjtemp as follows:

Hybrid Bjtemp. Consider the set Aj+1 that satisfies the assumption for Bj+1. For

each Aẑ,i ∈ Aj+1 sample a pair of Gaussian matrices E0
ẑ,i,E

1
ẑ,i and define

M0
ẑ,i := Sj,0Aẑ,i +E0

ẑ,i, M1
ẑ,i := Sj,1Aẑ,i +E1

ẑ,i .

Define each Bj
z,i ∈ B

j
temp as

Bj
z,i =

j−1∏
j′=1

Sj′,zj′M
z[j]
ẑ,i

where z[j] is the jth bit of z and ẑ is the length-(t− j− 1) suffix of z. Note that

Bj
z,i =

j−1∏
j′=1

Sj′,zj′M
z[j]
ẑ,i

=

j−1∏
j′=1

Sj′,zj′

(
Sj,z[j]Aẑ,i +E

z[j]
ẑ,i

)

=

j−1∏
j′=1

Sj′,zj′Sj,z[j]Aẑ,i︸ ︷︷ ︸
same as Bj+1

z,i in Bj+1

+

j−1∏
j′=1

Sj′,zj′E
z[j]
ẑ,i︸ ︷︷ ︸

E′

.

If we define the error distribution χ of the LWE oracle such that it swallows E′

then Bj
z,i and Bj+1

z,i are statistically close and therefore LWE with respect to

Bj+1 and Bjtemp is equivalently hard.
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Hybrid Bj. The same as Bjtemp, except that each matrix Mb
ẑ,i is sampled uni-

formly at random. Under the standard LWE assumption, the distributions Bjtemp

and Bj are indistinguishable and therefore LWE with respect to Bjtemp and Bj is
equivalently hard. Moreover, the inductive assumption holds for Bj with respect
to the set

Aj =
{
A(b,ẑ),i = Mb

ẑ,i

}
b∈{0,1},ẑ∈{0,1}t−j−1,i∈[w]

.

Lastly, from the inductive assumption Hybrid B0 is the uniform distribution and
therefore LWE with respect to B0 is identical to the standard LWE experiment.

2.5 Security of the Construction

Semi-Honest Security Assume that all that the adversary can do is to evalu-
ate the encoded BP with arbitrary sequences z ∈ {0, 1} of his choice. This would
result in LWE challenges with respect to matrices of the form

B =

Bz =

Bz,i =

t∏
j=1

Sj,zjAt+1,i : vz[i] = 1


i∈[w]


z∈{0,1}t

. (4)

(For simplicity of the overview we ignore here the accessible matrices in interme-
diate steps). In this part of the proof we show that an LWE experiment against
the oracle OLWE(B) is hard. Note the similarities between Equation (4) and the
example in Section 2.4. If all of the output matrices {At+1,i}i∈[w] were uniformly
random we could apply the same proof. However, here the matrices {At+1,i}i∈[w]

are sampled according to the secret sharing of F and therefore some subsets of
these matrices are correlated. We will use the relaxed guarantee that for all se-
quences z ∈ {0, 1} it holds that F (vz) = 0 and therefore the output matrices
{At+1,i : vz[i] = 1}i∈[w] are not correlated to each other.

The proof goes via a sequence of 2t steps iterating over z∗ ∈ {0, 1}t, where in
each step the matrices in Bz∗ are replaced with independent uniformly random
matrices. Each such step takes 2t sub-hybrids that resemble the proof in Section
2.4. It begins at the end layer of the BP by sampling {At+1,i : vz[i]=1}i∈[w]

uniformly at random and simulating {At+1,i : vz[i] ̸=1}i∈[w] according to the
secret-sharing simulation properties that were discussed in Section 2.2. It then
moves in t hybrids towards the start layer, in each step replacing with uniform
the matrices that correspond to the length-j suffix of z∗, until all of the matrices
in Bz∗ are sampled uniformly at random. Lastly, it moves again in the forward
direction to undo changes that affect matrices in B\Bz∗ .

In more detail, consider the sequence B0t , . . . ,B1t of length 2t, where for
z∗ ∈ {0, 1}t in hybrid Bz∗

= {Bz∗

z }z∈{0,1}t the matrices in {Bz∗

z }z<z∗ are sampled

uniformly at random and the matrices in {Bz∗

z }z≥z∗ are sampled as in Equation

(4). In particular B0t is identical to the distribution in (4) and B1t is identical to
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the uniform distribution. For every z∗ ∈ {0, 1}t we show that LWE with respect
to Bz∗

and Bz∗+1 is (almost) identically hard. The proof goes via a sequence of
hybrids

Bz
∗
= Bt, (Bt−1

temp,Bt−1), . . . , (B0temp,B0), (B̃0, B̃0temp), . . . , (B̃t−1, B̃t−1
temp), B̃t = Bz

∗+1.

Make the following inductive assumption about Bj :

There is a collection of uniformly random matrices

Aj =
{
Aj

ẑ = {Aẑ,i : vz∗ [i] = 1}i∈[w]

}
ẑ∈{0,1}t−j

such that each Bj
z,i ∈ Bj (for z ≥ z∗) is of the form

Bj
z,i =

j∏
j′=1

Sj′,zj′Aẑ,i

where ẑ is the length-(t− j) suffix of z, and Aẑ,i is either a matrix in Aj
ẑ (when-

ever vz∗ [i] = 1), and otherwise it is a sum of up to w matrices in Aj
ẑ.

Note that the assumption holds for j = t for the set At = {At+1,i : vz∗ [i] =
1}i∈[w] according to the secret sharing properties in Section 2.2 since F (vz) = 0.
For j = t−1, . . . , 0, under the inductive assumption with respect to Bj+1, define
hybrid Bjtemp as follows:

Hybrid Bjtemp. Consider the set Aj+1 that satisfies the assumption for Bj+1. For

each Aẑ,i ∈ Aj+1 sample a pair of Gaussian matrices E0
ẑ,i,E

1
ẑ,i and define

M0
ẑ,i := Sj,0Aẑ,i +E0

ẑ,i, M1
ẑ,i := Sj,1Aẑ,i +E1

ẑ,i . (5)

For each i ∈ [w] for which vz∗ [i] ̸= 1 recall that Aẑ,i is a sum of matrices in Aj
ẑ

and define for b ∈ {0, 1} the matrix Mb
ẑ,i as a sum of the corresponding matrices

in {Mb
ẑ,i′}vz∗ [i′]=1.

Define each Bj
z,i ∈ B

j
temp as

Bj
z,i =

j−1∏
j′=1

Sj′,zj′M
z[j]
ẑ,i
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where z[j] is the jth bit of z and ẑ is the length-(t− j− 1) suffix of z. Note that

Bj
z,i =

j−1∏
j′=1

Sj′,zj′M
z[j]
ẑ,i

=

j−1∏
j′=1

Sj′,zj′

(
Sj,z[j]Aẑ,i +E

z[j]
ẑ,i

)

=

j−1∏
j′=1

Sj′,zj′Sj,z[j]Aẑ,i︸ ︷︷ ︸
same as Bj+1

z,i in Bj+1

+

j−1∏
j′=1

Sj′,zj′E
z[j]
ẑ,i︸ ︷︷ ︸

E′

.

If we define the error distribution χ of the LWE oracle such that it swallows E′

then Bj
z,i and Bj+1

z,i are statistically close and therefore LWE with respect to

Bj+1 and Bjtemp is equivalently hard.

Hybrid Bj. The same as Bjtemp, except that each matrix Mb
ẑ,i is sampled uni-

formly at random. Under the standard LWE assumption, the distributions Bjtemp

and Bj are indistinguishable and therefore LWE with respect to Bjtemp and Bj is
equivalently hard. Moreover, the inductive assumption holds for Bj with respect
to the set

Aj =
{
A(b,ẑ),i = Mb

ẑ,i : vz[i] = 1
}
b∈{0,1},ẑ∈{0,1}t−j−1,i∈[w]

.

From the inductive assumption in Hybrid B0 all of the matrices in Bz∗ are
sampled from the uniform distribution. However, matrices in Bz for z > z∗ are
still simulated as sums of intermediate matrices that were sampled in previous
hybrids according to z∗. In hybrids (B̃0, B̃0temp), . . . , (B̃t−1, B̃t−1

temp), B̃t we undo

these changes and end up with the distribution B̃t that is identical to Bz∗+1.

Full Security The security game of the construction is identical to an LWE
experiment where D receives as auxiliary information all of the trapdoor samples
that were generated in Step 4 of the construction, and is playing against an oracle
OLWE(B0) where

B0 = {A1,i : vstart[i] = 1}i∈[w] .

For all j = 1, . . . , t we let auxj denote the trapdoor samples that go from the jth
layer to the (j + 1)th layer of the BP, and for all j = 0, . . . , t we let Bj denote
the matrices that can be accessed via any length-j evaluation sequence:

Bj =


j∏

j′=1

Sj′,z′
j
Aj+1,i : vz[i] = 1


z∈{0,1}j ,i∈[w]

.
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Using this notation, we prove that for any ppt D there exists a ppt D′ such
that:

Adv
LWE(B0)
D(aux1,...,auxt)︸ ︷︷ ︸

real security game

≤ Adv
LWE(B0,··· ,Bt)

D′(1λ)︸ ︷︷ ︸
semi-honest security game

+negl(λ) . (6)

Note that Bt is identical to the distribution B that was discussed in the previous
part of the overview (Section 2.4), i.e. we already showed that LWE with respect
to Bt and aux = 1λ is hard. In the body of the paper we show that LWE with
respect to (B0, . . . ,Bt) and aux = 1λ is hard similarly to the proof overview that
was provided here for Bt.

The proof of (6) takes t steps, where for j = 1, . . . , t we show that

Adv
LWE(B0,...,Bj−1)

D(auxj ,...,auxt)
≤ Adv

LWE(B0,··· ,Bj)

D′(auxj+1,...,auxt)
+ negl(λ) (7)

via O(w) reductions to our assumption.

2.6 Phrasing the Assumption

The essence of the assumption is that if there exists a successful attack on

LWE with respect to A given a trapdoor sample K
$← ATD(T), then there

also exists a successful attack on LWE with respect to [A|T] without K. We
make a few generalizations to this base case. First, we consider a case where the
challenge is with respect to CA for an arbitrary matrix C and not necessarily
C = I. More generally, we consider a challenge with respect to multiple matrices

{CjA}j∈[p] and a trapdoor sample K
$← ATD(T), and assume that is not easier

than a challenge with respect to {[CjA | CjT]}j∈[p] without K. Lastly we allow
additional auxiliary information and public matrices that are available to the
adversary. This sums up to the following:

Main Assumption (Informal). Consider(
A,ATD

)
← TrapGen(1n, q,m) .

Let T be a n × m′ target matrix, let C be a collection of n × n prefix
matrices, let aux be a poly-sized auxiliary information and let B be a
collection of n×m matrices (where B and C are possibly of exponential
size), where T, C, aux,B can be correlated to each other and to A,ATD.
Consider

K← ATD (T) .

Then for any ppt distinguisher D there exists a ppt distinguisher D′

such that

Adv
LWE(B,{CA}C∈C)
D(aux,K) ≤ Adv

LWE(B,{CA}C∈C,{CT}C∈C)
D′(aux) + negl(λ) .
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Note that all of the distributions are sampled beforeK and in particular aux does
not include a copy of K or the randomness that was used during its sampling.
aux might contain another trapdoor-sample with respect to the same target T
(or even contain ATD), but in that case the assumption holds trivially because
there is always a ppt D′ with large advantage in the latter experiment.

Proof of (7) via the Main Assumption Equation (7) considers all of the
encodings that go from the j∗th layer to the (j∗ + 1)th layer of the branching
program. These are all of the encodings that are sampled with trapdoors of the
nodes {Aj∗,i}i∈[w], where each node contributes at most two encodings (one
for the 0 transition and one for the 1 transition). We replace each of these
encodings via a reduction to the main assumption. Let K be an encoding from
Aj∗,i∗ to Sj∗,bAj∗+1,i′ , then apply the reduction with respect to the following
distributions:

– The target matrix T is Sj∗,bAj∗+1,i′ .
– The prefix matrices C are all of the possible length-(j∗ − 1) evaluation se-

quences that lead to the node Aj∗,i∗ :

C =


j∗∏
j=1

Sj,zj : vz[i
∗] = 1


z∈{0,1}j∗−1

.

– The auxiliary information aux consists of all of the other trapdoor samples
that are available to D, i.e. (auxj∗+1, . . . , auxt) and the encodings in auxj∗
that were not replaced yet.

– The collection B consists of all of the matrices for which D can see an LWE
sample that do not correspond to the node Aj∗,i∗ , i.e. (B, . . . ,Bj∗−2), the
matrices in Bj∗−1 that do not correspond to Aj∗,i∗ and the matrices in Bj∗
that were already added in the previous hybrids.

This sums up the technical overview of the construction and its security analysis.

2.7 Paper Structure

In Appendix A we discuss a simplified LWE scenario that resembles the security
properties of our WE candidate. Due to page limit constraints we moved the
information-theoretic part of the work to Appendix B. In Section 3 we present the
generalized LWE model and our assumption. In Section 4 we present the witness-
encryption candidate and in Appendix C we analyze its security. Appendices D
and E contain supplementary materials for Sections 3 and 4 respectively.

3 Lattice Tools

Some lattice preliminaries can be found in Appendix D.1.
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3.1 LWE for General Matrices and Auxiliary Information

We now present the notation that will be used throughout this text to analyze the
security of LWE with auxiliary information and public matrices from arbitrary
distributions.

Definition 1 (Generalized Decisional LWE).
Let λ ∈ N be the security parameter, let n, q,m ∈ poly(λ) be integers
and let χe, χs be probability distributions over Zq. For every (possibly
exponential) integer p ∈ Z and every distribution B = {Bi ∈ Zn×m

q }i∈[p]

define an LWE oracle OLWE(B) : [p]→ Zm
q as follows:

1. OLWE(B) samples a secret s← χn
s .

2. OLWE(B) associates each i ∈ [p] with an error vector ei ← χm
e .

3. Upon receiving a query i ∈ [p], OLWE(B) returns

ui := sBi + ei .

In addition consider the random oracle Orand(B) : [p] → Zm
q that

associates with every i ∈ [p] a random vector ui
$← Zm

q .

For any distribution aux ∈ {0, 1}poly(λ) we let LWEn,m,q,χs,χe [B, aux]
denote the challenge of distinguishing between OLWE(B) and Orand(B),
given the auxiliary information aux.

For every distinguisher D we say that the advantage of D in the
challenge LWEn,m,q,χs,χe [B, aux] is

AdvDn,m,q,χs,χe
[B, aux]

:=
∣∣∣Pr

[
DOLWE(B)

(1λ, aux) = 1
]
− Pr

[
DOrand(B)

(1λ, aux) = 1
]∣∣∣ .

We sometimes omit the parameters n,m, q, χs, χe when they are clear
from the context.

We also define a succinct notation for relative statements about the hardness of
LWE with respect to different distributions of B, aux:

Definition 2 (Relative Hardness of LWE).
Let λ ∈ N be the security parameter, let n, q,m ∈ poly(λ) be inte-
gers and let χe, χs be probability distributions over Zq. For any pair
of distributions B = {Bi ∈ Zn×m

q }i∈[p], B′ = {B′
i ∈ Zn×m

q }i∈[p′] and
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aux, aux′ ∈ {0, 1}poly(λ) and any function ϵ, let

LWE[B, aux] ≼ LWE[B′, aux′] + ϵ(λ)

denote that for any ppt distinguisher D there exists a ppt distinguisher
D′ such that

AdvD[B, aux] ≤ AdvD
′
[B′, aux′] + ϵ(λ)

Informally, this means that LWE[B, aux] is at least (ϵ(λ)-almost) as hard
as LWE[B′, aux′].

We recall the standard notion of Decisional LWE as was introduced by Regev
in [Reg05], where B is the uniform distribution over Zn×m

q , there is no auxiliary
information and the LWE oracle sends Bi as a part of its response:

Definition 3 (Decisional LWE).
Let λ ∈ N be the security parameter, let n, q,m ∈ poly(λ) be integers
and let χe, χs be probability distributions over Zq. Let OLWE denote the
oracle that works as follows:

1. OLWE samples a secret s← χn
s .

2. Upon receiving a query, OLWE samples B
$← Zn×m

q , e ← χm
e and

returns (B, sB+ e).

Let Orand denote the oracle that upon receiving a query, samples

B
$← Zn×m

q , u← Zm
q and returns (B,u).

We let LWEn,m,q,χs,χe denote the challenge of distinguishing be-
tween OLWE and Orand. For every distinguisher D we say that the
advantage of D in the challenge LWEn,m,q,χs,χe

is

AdvDn,m,q,χs,χe
:=

∣∣∣Pr
[
DOLWE

(1λ) = 1
]
− Pr

[
DOrand

(1λ) = 1
]∣∣∣ .

We sometimes omit the parameters n,m, q, χs, χe when they are clear
from the context.

As was shown in a long sequence of works, LWE is at least as hard as the
lattice problems GapSVP and SIVP under various choices of parameters. In
this work we sample the LWE secret from the same distribution as the error
term. [ACPS09] showed that this setting is at least as hard as when the secret
is sampled uniformly form Zn

q .
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Theorem 1 ( [Reg05,Pei09,MM11,MP12,BLP+13,ACPS09]).
For all ϵ > 0 there exist functions q = q(n) ≤ 2n, χ = χ(n) such that χ
is (B, ϵ)-bounded for some B = B(n), q/B ≥ 2n

ϵ

and such that for all
m ∈ poly(m) LWEn,m,q,χ,χ is at least as hard as the classical hardness
of GapSVPγ and the quantum hardness of SIVPγ for γ = 2Ω(nϵ).

We now consider a number of special cases for B, aux:
1. Lemma ?? (Informal) – If B consists of uniformly random matrices in

Zn×m
q then LWE[B, aux] is at least as hard as standard decisional LWE for

any efficiently samplable aux.
2. Lemma ?? (Informal) – For any pair of distributions (B, aux) and (B′, aux′),

if (B, aux) and (B′, aux′) are indistinguishable then LWE[B, aux] and LWE[B′, aux′]
are equivalently hard.

3. Lemma ?? (Informal) – If the error distribution χe swallows an error
distribution E , then LWE[B, aux] and LWE[B+ E , aux] are equivalently hard
for any (B, aux).

The full Lemmas and proofs can be found in Appendix D.2.

3.2 Main Assumption

Assumption 31 Let λ ∈ N be the security parameter, let n, q,m ∈
poly(λ) be integers and let χe, χs be probability distributions over Zq.
Consider the following experiment:

1. Sample a matrix in Zn×m
q with a trapdoor:

(A,ATD)← TrapGen(1n, q,m) .

2. Sample the following terms from arbitrary distributions that are pos-
sibly correlated to each other and to A,ATD:
– Auxiliary information aux ∈ {0, 1}poly(λ).
– A target matrix T ∈ Zn×m

q .
– A collection of prefix matrices S ⊆ Zn×n

q (possibly of exponential
size).

– A collection of additional public matrices B ⊆ Zn×m
q (possibly of

exponential size).
3. Sample

K← ATD(T) .

Then

LWE [B ∪ {SA}S∈S , (K, aux)] ≼

LWE [B ∪ {SA,ST}S∈S , aux] + negl(λ) .
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4 Candidate Witness Encryption

The definition of witness encryption can be found in Appendix E.1.

4.1 Encodings of Matrix Branching Programs

Before proceeding to the full construction we define algorithms that create a
collection of matrices and trapdoor-samples according to the nodes and edges
respectively of a matrix branching program.

– EncodeEdge
(
A,ATD,S,A′) takes as input a source matrix A ∈ Zn×m

q along

with its trapdoor ATD, a secret S ∈ Zn×n
q and a target matrix A′ ∈ Zn×m

q .
It computes and outputs

K← ATD (SA′) .

We sometimes use the notations

K[Source] := A, K[Target] := SA′ .

– EncodeMatrix
(
M,

{
Ai,A

TD
i

}
i∈[w]

,S, {A′
i}i∈[w]

)
takes as input an evalua-

tion matrixM ∈ {0, 1}w×w, a collection of source matrices {Ai ∈ Zn×m
q }i∈[w]

along with their trapdoors {ATD
i ∈ Zn×m

q }i∈[w], a secret S ∈ Zn×n
q and a

collection of target matrices {A′
i ∈ Zn×m

q }i∈[w]. It computes and outputs

K =
{
Ki,i′ ← EncodeEdge

(
Ai,A

TD
i ,S,A′

i

)
: M[i, i′] = 1

}
i∈[w],i′∈[w]

where M[i, i′] denote the entry of M in the i’th row and i′’th column.
– EncodeBPχS

(
{Mj,b}j∈[t],b∈{0,1}, {Ai,A

TD
i }i∈[w], {A′

i}i∈[w]

)
is defined with

respect to a distribution of secrets χS . It takes as input a collection of evalu-
ation matrices {Mj,b ∈ {0, 1}w×w}j∈[t],b∈{0,1}, a collection of source matrices

{Ai ∈ Zn×m
q }i∈[w] along with their trapdoors {ATD

i }i∈[w] and a collection of
target matrices {A′

i ∈ Zn×m
q }i∈[w]. It works as follows:

1. For i ∈ [w] denote
(
Ai,1,A

TD
i,1

)
:=

(
Ai,A

TD
i

)
and Ai,t+1 := A′

i.
2. For j = 2, . . . , t and i ∈ [w] sample a matrix with a trapdoor(

Ai,j ,A
TD
i,j

) $← TrapGen(1n, q,m) .

3. For j ∈ [t] and b ∈ {0, 1} sample a secret matrix Sj,b ← χn×n
S and

compute

Kj,b ← EncodeMatrix
(
Mj,b, {Aj,i,A

TD
j,i }i∈[w],Sj,b, {Aj+1,i}i∈[w]

)
.

4. Output {Kj,b}j∈[t],b∈{0,1}.
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4.2 The Construction

Construction 4
Fix the parameters n,m, q, τ, B′ ∈ N and the distributions χe, χs, χS , χE as will
be described later.

– Enc(1λ, f, µ):
1. Let

BP =
(
ℓ, w, t, ρ,vstart, {Mi,b}i∈[t],b∈{0,1}, F

)
be a BP for f as in Construction ??.

2. For i ∈ [w] sample a matrix with a trapdoor(
Ai,1,A

TD
i,1

) $← TrapGen(1n, q,m) .

3. Perform a secret sharing as in Theorem ?? for the share 0n×m according
to F :

Share(F )→ (A1,t+1, . . . ,Aw,t+1)

where Ai,t+1 ∈ Zn×m
q for i ∈ [w].

4. Encode BP with the source matrices {Ai,1}i and target matrices {Ai,t+1}i:

{Kj,b}j∈[t],b∈{0,1} ← EncodeBPχS

(
{Mj,b}j∈[t],b∈{0,1}, {Ai,1,A

TD
i,1 }i∈[w], {Ai,t+1}i∈[w]

)
.

5. Let Istart ⊆ [w] denote the indices in which the i’th bit of vstart is 1.
That is,

Istart := {i : vstart[i] = 1}i∈[w]

(where vstart[i] denotes the i’th bit of vstart).
• If µ = 1 then sample a secret vector s← χn

s and for i ∈ Istart sample
an error vector ei ← χm

e , and compute

cti := sAi,1 + ei .

• If µ = 0 then for i ∈ Istart sample

cti
$← Zm

q .

6. Output ct :=
(
{cti}i∈Istart ,BP, {Kj,b}j∈[t],b∈{0,1}

)
.

– Dec(ct, x): Parse

ct =
(
{cti}i∈Istart

,BP, {Kj,b}j∈[t],b∈{0,1}
)
.

For every i /∈ Istart denote cti = 0m. Consider the vector

[ct1| . . . |ctw] ∈ {Zm
q }w .

For every j ∈ [t] and b ∈ {0, 1} parse

Kj,b =
{
Ki,i′

j,b : Mj,b[i, i
′] = 1

}
i∈[w],i′∈[w]



Candidate Witness Encryption from Lattice Techniques 21

and define the blocks matrix Kj,b ∈ {Zm×m
q }w×w where for i, i′ ∈ [w], the

block in the i th row and i′ th column of Kj,b is 0m×m if Mj,b[i, i
′] = 0 and

otherwise it is Ki,i′

j,b :

Kj,b := Mj,b ⊗

K1,1
j,b . . . K1,w

j,b

· · ·
. . . · · ·

Kw,1
j,b . . . Kw,w

j,b

 .

Compute

[ct′1| . . . |ct′w] := [ct1| . . . |ctw]
t∏

j=1

Kj,xρ(j)

and

vx := vT
start ·

t∏
j=1

Mj,xρ(j)
.

Let Ix ⊆ [w] be the indices in which the i’th bit of vx is 1, i.e.

Ix := {i : vx[i] = 1}i∈[w] .

Compute

ct′ :=
∑
i∈Ix

ct′i

and output 1 iff ∥ct′∥∞ ≤ B′.

The correctness analysis can be found in Appendix E.2.

4.3 Security

Notations The following notations will be used throughout the proof.

– For every j = 0, . . . , t and z ∈ {0, 1}j let vz ∈ {0, 1}w denote the state vector
of BP after j steps when it is executed with the evaluation sequence z, i.e.

vz := vstart
T

j∏
j′=1

Mj′,zj′ .

For i ∈ [w] let vz[i] ∈ {0, 1} denote the i’th bit of vz.

Consider the witness encryption security experiment as in Definition ?? and let
{Sj,b}b∈{0,1},j∈[t] and {Ai,j}i∈[w],j∈[t+1] be the matrices that are sampled during
Enc.

– For every j = 0, . . . , t and z ∈ {0, 1}j denote

Sz := I ·
j∏

j′=1

Sj′,zj′ .
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– For j ∈ [t+ 1] define the collection:

Bj := {SzAi,j : vz[i] = 1}i∈[w],z∈{0,1}j−1 . (1)

Intuitively, Bj consists of all of the possible states of the BP after j − 1
evaluation steps, where Ai,j corresponds to an active BP node in the jth
level and Sz corresponds to the evaluation sequence z ∈ {0, 1}j−1 that lead
to this node.

– For j = 1, . . . , t denote auxj := {Kj,0,Kj,1}.

Proof Overview Consider the security experiment and let ct =
(
{cti}i∈Istart ,BP, {Kj,b}j∈[t],b∈{0,1}

)
be the challenge ciphertext with respect to a secret message µ ∈ {0, 1}. Recall
that if µ = 1 then {cti}i∈Istart

are of the form {sAi,1 + ei}i∈Istart
and if µ = 0

then {cti}i∈Istart
are uniformly random vectors in Zm

q . Therefore, the security
experiment is identical to an LWE challenge with respect to the public matri-
ces {Ai,1}i∈Istart and auxiliary information

(
BP, {Kj,b}j∈[t],b∈{0,1}

)
. Using the

notation that was presented above, we note that

B1 = {Ai,1}i∈Istart
, {auxj}j∈[t] = {Kj,b}j∈[t],b∈{0,1}

and therefore we can say that the security experiment is identical to the LWE
challenge

LWEn,m,q,χs,χe

[
B1,

(
BP, {auxj}j∈[t]

)]
. (2)

The security proof goes in two main steps. Fist, we show that under Assumption
31, the challenge in Equation (2) is at least as hard as LWE[{Bj}j∈[t+1],BP]. In
the second step we show that LWE[{Bj}j∈[t+1],BP] is at least as hard as standard
decisional LWE by showing that {Bj}j∈[t+1] are indistinguishable from uniform
random matrices. The latter step requires O(t ·2t) hybrids since it handles every
evaluation sequence z ∈ {0, 1}t individually. We now state the two main lemmas.

Lemma 1 (First Step). Let {Bj}j∈[t+1], {auxj}j∈[t] be as defined above, then
under Assumption 31,

LWEn,m,q,χs,χe

[
B1 ,

(
BP, {auxj}j∈[t]

)]
≼

LWEn,m,q,χs,χe

[
{Bj}j∈[t+1] , BP

]
+ negl(λ) .

Lemma 2 (Second Step). Let {Bj}j∈[t+1] be as defined above and let U be a

collection of uniformly random matrices in Zn×m
q such that |U| =

∣∣{Bj}j∈[t+1]

∣∣,
then under the standard decisional LWE assumption, if f(x) = 0 for all x ∈
{0, 1}ℓ then

LWEn,m,q,χs,χe

[
{Bj}j∈[t+1] , BP

]
≼

LWEn,m,q,χs,χe
[U , BP] + 2t · negl(λ) .
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This pair of Lemmas along with Lemma ?? directly imply the security of the
scheme:

Corollary 1 (Security of Construction 4). Under Assumption 31 and the
standard decisional LWE assumption, for any sufficiently large λ, for any ppt
adversary A there is a negligible function negl(·) such that for any f ∈ F where
f : {0, 1}ℓ → {0, 1}, if f(x) = 0 for all x ∈ {0, 1}ℓ then∣∣Pr

[
A
(
Enc(1λ, f, 0)

)
= 1

]
− Pr

[
A
(
Enc(1λ, f, 1)

)
= 1

]∣∣ ≤ 2t · negl(λ) .

In the full version of this paper we prove Lemmas 1 and 2.
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