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#### Abstract

Linear cryptanalysis is one of the most important tools in use for the security evaluation of symmetric primitives. Many improvements and refinements have been published since its introduction, and many applications on different ciphers have been found. Among these upgrades, Collard et al. proposed in 2007 an acceleration of the key-recovery part of Algorithm 2 for last-round attacks based on the FFT. In this paper we present a generalized, matrix-based version of the previous algorithm which easily allows us to take into consideration an arbitrary number of key-recovery rounds. We also provide efficient variants that exploit the key-schedule relations and that can be combined with multiple linear attacks. Using our algorithms we provide some new cryptanalysis on PRESENT, including, to the best of our knowledge, the first attack on 28 rounds.
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## 1 Introduction

The foundation of the trust we have on symmetric primitives is based on the amount of cryptanalysis these primitives have received. The distance between the highest number of rounds that can be attacked and the full version is what determines the security margin of a cipher. For this quantity to have a meaning, the best reduced-round attacks within each known family of attacks should be accurately determined. In order to facilitate the application of known cryptanalysis families to new ciphers, generalizing the corresponding algorithms is an important task as it allows to: 1) accurately and semi-automatically determine the security margin, 2) find errors or suboptimal parts from previous attacks and 3) find new improvement ideas thanks to the clearer understanding of the attack. Several such examples exist, including impossible differential attacks [14, 13], invariant attacks [5], and meet-in-the-middle attacks [15], to cite a few.

Linear cryptanalysis was introduced by Matsui in 1993 [32], and is one of the main symmetric cryptanalysis families. These statistical attacks, which in their most basic version exploit linear correlations between some bits of the plaintext, key and ciphertext, have benefited from many improvements and refinements
over the years. For example, the introduction of linear hulls in [37] deepened the understanding of the underlying principles of linear attacks. There has also been a progressive development of techniques which exploit several linear approximations at the same time. In particular, multiple linear attacks were proposed in [7], and multidimensional attacks in $[26,27]$. Also important is the construction of statistical models which effectively predict the parameters of these attacks - in this respect, we highlight works such as $[21,39,9,12]$.

In [32] Matsui proposed the partial key-recovery attack known as Algorithm 2 in the form of a last round-attack. The time complexity of this algorithm was greatly improved by the results from Collard et al. [18] using the FFT (Fast Fourier Transform). Despite the focus of many publications on improved ways of searching for linear distinguishers amd estimating their capacity, little has been done regarding improvements of the key-recovery part, and the result from [18] and its application to some last-round multidimensional attacks in [36] are, to the best of our knowledge, the main known contributions in this direction.

Matsui introduced linear cryptanalysis for an attack on DES [35]. Linear cryptanalysis is a powerful tool that provides the best known attacks (like [12] or [25]) on several popular ciphers, such as PRESENT [11], NOEKEON [20], some variants of Simon [4] and most recently TRIFLE-BC [22].

In particular, the lightweight block cipher PRESENT [11], proposed in 2007 and made an ISO standard in 2012, is a popular cipher that has been the target of around 30 reduced-round cryptanalysis efforts, and some of the most successful are linear attacks. Out of its 31 total rounds, Ohkuma found a weak-key linear attack on 24 in [38]. Collard et al. found a statistical saturation attack on up to 26 rounds in 2009 [17]. Nakahara et al. proposed another 26 -round linear attack in [34], and Cho described a multidimensional attack with a larger success probability in 2010 [16]. It wasn't until 2015 that 27 rounds were reached by Zheng et al. in [42]. A different 27-round attack was given by Bogdanov et al. in [12], but no attack on 28 rounds has been proposed.

Motivation of our work. The contrast between the amount of results devoted to the construction of effective linear distinguishers and the results regarding the key-recovery algorithms seemed quite surprising to us. In particular, the nice algorithm provided in [18] considers the simplified version in which only the final round is inverted and the only key to guess is directly xored to the ciphertext (though an application for a first and last round key-recovery attack is also sketched). In [36] a variant for multidimensional attacks with a fixed input mask is proposed. Many linear attacks and analysis don't consider this final round acceleration, for example in [8], or [34]. In [16], the author says "The computational complexity may be further reduced by applying Fast Fourier Transform at the cost of the increased memory complexity" without developing any further. In [28], the authors state "It is not clear if the trick proposed by Collard, et al. [18] can be used in multiple dimensions.". Of the ones that do, some only apply it as a black box in the simplified last-round case, like in [3], in [19], or in [2] where the authors state that "...we note that when the key addition layer is composed of XOR, we can optimize the parity evaluations by applying the al-
gorithm of [18]". Others assume that the same formulas directly apply in the multiple-round case $[24,31,30,6]$, and a few mention technical extended versions of the algorithm in dedicated cryptanalysis, for example [42, 12], but a generalized algorithm for an arbitrary number of rounds in the key-recovery part has never been described in full.

It seems clear from the existing literature that the correct use of the keyrecovery speed-up is not the norm, and its application is far from trivial. Furthermore, the treatment of the key-schedule relations has not been discussed either. A generalized FFT-based key-recovery algorithm would allow to build more efficient linear attacks easily. Taking into account the key-schedule relations and the scenario of multiple linear cryptanalysis in this algorithm also seem to be important tasks that should be considered.

Our main results. We have been able to provide an efficient generalized keyrecovery algorithm with an associated time complexity formula. The algorithm is given in a matricial form (as opposed to the vectorial form of previous descriptions) as we believe it to be easier to understand and facilitate optimization in some cases, such as multiple linear attacks. When considering a linear attack with $M$ approximations on a key-alternating cipher using $N$ plaintext-ciphertext pairs with key-recovery on $l_{\text {ext }}$ bits of the first and last subkey and $l_{\text {in }}$ bits of the rest, the time complexity with our algorithm is

$$
\mathcal{O}(N)+\mathcal{O}\left(M l_{e x t} 2^{l_{e x t}+l_{i n}}\right)
$$

In addition, we propose two methods which efficiently exploit the dependence relationships between the keybits that need to be guessed. The first reduces the second term to $\mathcal{O}\left(M 2^{l_{e x t}+l_{i n}}\right)$, if some of the bits of the external keys can be deduced from the internal keys. The second allows to reduce the time complexity of this part to $\mathcal{O}\left(M 2^{l_{\text {tot }}}\right)$ (where $l_{t o t}$ is the strict amount of information bits about the key which are necessary to deduce all the key-recovery bits) in some multiple linear attacks.

In our results on PRESENT we consider new multiple linear attacks which are only possible thanks to our algorithms, the best of which reach 28 rounds of the cipher for the first time. The expected time complexity was evaluated using the statistical model from [9]. In order to validate these predictions, we have implemented reduced-round versions of the attacks and found that the experimental results closely resemble the theoretical model.

Organization of the paper. Section 2 presents the preliminaries and notations that will be used throughout the paper, as well as the essential ideas of linear cryptanalysis, the 2007 FFT algorithm and PRESENT. In section 3 we introduce our new generalized and efficient key-recovery algorithm and its variants. Section 4 describes the application to PRESENT and our new attacks, including discussions of the design of our linear distinguishers and key-recovery algorithms, as well as a comparison with previous attacks and the results of our experimental simulations. The conclusions of this paper are extracted in section 5 .

## 2 Preliminaries

We now cover some preliminaries and notations needed for the other sections of the paper. We briefly describe Matsui's Algorithm 2, which is the basis of linear key-recovery attacks. We also provide a short description of the ideas behind linear hulls and multiple linear cryptanalysis, as they are essential to our attacks on PRESENT. The statistical model that was used to compute the parameters of these attacks is also summarised. Next, we present the FFT-based algorithm which allows the speed-up of the key-recovery phase and was proposed in [18]. Finally we outline the specification of the PRESENT block cipher.

In the following, we will consider a block cipher $E$ of length $n$ and key length $\kappa$. Given a plaintext $x$ and a key $K$, we denote the associated ciphertext by $y=E_{K}(x)=E(x, K)$, so that $E^{-1}(y, K)=E_{K}^{-1}(y)=x$. In particular we will consider key-alternating ciphers consisting of $r$ rounds, each one being the composition of a round permutation $F$ and the bitwise addition of a round subkey $K_{i}$ which is derived from the master key $K$ with a key schedule. We also consider that the first round is preceded by the addition of a whitening key $K_{0}$.

### 2.1 Matsui's Algorithm 2

Matsui's last round attack in [32] separates the last round of the cipher, $E_{K}(x)=$ $\left(F \circ E_{K}^{\prime}\right)(x) \oplus K_{r}$ as represented in figure 1, and supposes the attacker knows a correlated linear approximation $\alpha \cdot x \oplus \beta \cdot \hat{y} \oplus \gamma(K)$ of $E_{K}^{\prime}$ (where $\cdot$ denotes the dot product). The vectors $\alpha$ and $\beta$ are the input and output masks, while $\gamma$ determines the key mask. The correlation of the approximation is

$$
\begin{align*}
c(\alpha, \beta, \gamma) & =\operatorname{Pr}_{x, K}\left(\alpha \cdot x \oplus \beta \cdot F^{-1}\left(E_{K}(x) \oplus K_{r}\right) \oplus \gamma(K)=0\right) \\
& -\operatorname{Pr}_{x, K}\left(\alpha \cdot x \oplus \beta \cdot F^{-1}\left(E_{K}(x) \oplus K_{r}\right) \oplus \gamma(K)=1\right) \tag{1}
\end{align*}
$$

Matsui also proved that (under statistical independence assumptions) the correlation of the addition of several approximations is the product of their correlations (piling-up lemma). This allows to construct approximations of a cipher by chaining approximations of each individual round.


Fig. 1. Attack on last round of a cipher.

```
Algorithm 1: Naïve Matsui's Algorithm 2
    Input: A set \(\mathcal{D}=\left\{\left(x, y=E_{K}(x)\right)\right\}\) of \(N\) plaintext-ciphertext pairs.
    Output: A probable guess for \(k\).
    \(\mathbf{T} \leftarrow \underline{\mathbf{0}}\);
    forall \((x, y) \in \mathcal{D}\) do \(\quad / /\) Compute \(T_{k}=\#\left\{(x, y): \alpha \cdot x \oplus f\left(\left.y\right|_{\chi} \oplus k\right)=0\right\}\)
        for \(k \leftarrow 0\) to \(2^{|k|}-1\) do
            if \(\alpha \cdot x \oplus f\left(\left.y\right|_{\chi} \oplus k\right)=0\) then \(T_{k} \leftarrow T_{k}+1 ;\)
        end
    end
    return \(\operatorname{argmax}_{k}\left(\left|T_{k}-N / 2\right|\right) ; \quad / /\) Find the \(T_{k}\) most different to \(N / 2\)
```

We suppose that computing $\beta \cdot F^{-1}\left(y \oplus K_{r}\right)$ from $y$ only requires guessing $|k|<\left|K_{r}\right|=n$ bits of $K_{r}$, which are selected by the mask $\chi$ (so that $k=\left.K_{r}\right|_{\chi}$ ). Here $\left.x\right|_{\chi}$ will denote the vector of length $H W(\chi)$ whose components are the coordinates of $x$ corresponding to non-zero entries of $\chi$, and $|x|$ just denotes the length of the vector $x$. We can substitute the term associated to the partial decryption of the last round for a map $f: \mathbb{F}_{2}^{|k|} \longrightarrow \mathbb{F}_{2}$ :

$$
\begin{equation*}
f\left(\left.\left.y\right|_{\chi} \oplus K_{r}\right|_{\chi}\right)=\beta \cdot F^{-1}\left(y \oplus K_{r}\right) \text { for all } y \in \mathbb{F}_{2}^{n}, K_{r} \in \mathbb{F}_{2}^{n} \tag{2}
\end{equation*}
$$

Given a collection $\mathcal{D}$ of $N$ plaintext-ciphertext pairs, the partial subkey $k$ can be retrieved with Matsui's Algorithm 2, which relies on the assumption that for any wrong guess of the last round subkey, the linear approximation will have value 0 with probability $1 / 2$. Matsui proved that the probability of success is reasonable when $N=\mathcal{O}\left(1 / c(\alpha, \beta, \gamma)^{2}\right)$ pairs are available.

The complexity of the algorithm is $N 2^{|k|}$ one-round decryptions and $2^{|k|}$ memory registers of up to $\log N$ bits to compute the counters $T_{k}$, with an additional $2^{\kappa-|k|}$ full encryptions if the rest of the key is searched for exhaustively.

In [33], Matsui noted that since the only information required about each $(x, y)$ pair are the values of $\alpha \cdot x$ and $\left.y\right|_{\chi}$, it is possible to first count the number of occurrences of each $\left(\alpha \cdot x,\left.y\right|_{\chi}\right)$ in the data (distillation phase) and then compute the $T_{k}$ using these counters (analysis phase). With this technique the attack takes $N$ parity evaluations and $2^{2|k|}$ one-round decryptions, which reduces the complexity to $\mathcal{O}(N)+\mathcal{O}\left(2^{2|k|}\right)$ when $2^{|k|}<N$, which is often the case.

Algorithm 2 can also be used with an approximation over even less rounds of the cipher by skipping several rounds at the beginning and/or the end. The limitation is that the number $|k|$ of involved subkey bits and the time complexity increase with the number of key-recovery rounds.

### 2.2 Linear hulls

The original version of linear cryptanalysis by Matsui assumes that, given an input mask $\alpha$ and an output mask $\beta$, then there exists at most one key mask which leads to a biased approximation (in modern language, there is a dominant linear trail). This is often not the case, and there can exist many different sets
of round subkey masks $\left(\gamma_{0}, \ldots, \gamma_{r}\right)$ or linear trails which contribute to the linear approximation. Furthermore, when this happens, then the probablity of success of Matsui's Algorithm 2 is dependant on the key $K$. Nyberg introduced the idea of the linear hull of an approximation in [37], as well as its linear potential:

$$
\begin{equation*}
E L P(\alpha, \beta)=\operatorname{Exp}_{K}\left(c(\alpha, \beta)^{2}\right)=\sum_{\gamma_{0}, \ldots, \gamma_{r}} c\left(\alpha, \beta,\left(\gamma_{0}, \ldots, \gamma_{r}\right)\right)^{2} \tag{3}
\end{equation*}
$$

An Algorithm 2 attack using the approximation given by the masks $\alpha, \beta$ roughly requires $N=\mathcal{O}(1 / E L P(\alpha, \beta))$ plaintext-ciphertext pairs to succeed, although the specific success probability depends on the key $K$.

There are several algorithms which permit the estimation of the ELP of a linear approximation. In our attacks on PRESENT we used the sparse correlation matrix method in a similar manner to [1].

### 2.3 Multiple and multidimensional linear attacks

Linear cryptanalysis can also be extended by using more than one linear approximation. The first approach to allow the use of any set of linear approximations was introduced by Biryukov et al. in [7], and is commonly referred to as multiple linear cryptanalysis.

We will now describe a multiple version of Matsui's Algorithm 2. Let $\nu_{i}$ be $M$ linear approximations of $E_{K}^{\prime}$ with masks $\alpha_{i}, \beta_{i}$. We suppose that $\beta_{i} \cdot F^{-1}\left(y \oplus K_{r}\right)$ can be replaced by $f_{i}\left(\left.y\right|_{\chi} \oplus k\right)$ for each approximation. For each guess of $k$, the attacker computes the empirical correlations

$$
\begin{align*}
q_{k}^{i} & =\#\left\{(x, y) \in \mathcal{D}: \alpha_{i} \cdot x \oplus f_{i}\left(\left.y\right|_{\chi} \oplus k\right)=0\right\} \\
& -\#\left\{(x, y) \in \mathcal{D}: \alpha_{i} \cdot x \oplus f_{i}\left(\left.y\right|_{\chi} \oplus k\right)=1\right\} \tag{4}
\end{align*}
$$

which are then aggregated into the multiple linear cryptanalysis statistic

$$
\begin{equation*}
Q_{k}=\frac{1}{N} \sum_{i=1}^{M}\left(q_{k}^{i}\right)^{2} \tag{5}
\end{equation*}
$$

The guess with the largest associated value of $Q_{k}$ is probably correct. Under the assumption that all the linear approximations are statistically independent, the data complexity is inversely proportional to the capacity $C$ of the set of approximations. If $c_{i}(K)$ is the correlation of the $i$-th approximation for the key $K$, then the capacity for the key $K$ and the overall capacity are defined as

$$
\begin{equation*}
C(K)=\sum_{i=1}^{M}\left(c_{i}(K)\right)^{2}, \quad C=\operatorname{Exp}_{K}(C(K))=\sum_{i=1}^{M} E L P\left(\alpha_{i}, \beta_{i}\right) \tag{6}
\end{equation*}
$$

Hermelin et al. proposed multidimensional linear cryptanalysis in [26] and [27]. It uses linear approximations whose input and output masks constitute linear subspaces of $\mathbb{F}_{2}^{n}$, so that the estimation of the probability of success takes into account the joint distribution of all these approximations and doesn't require the assumption of statistical independence.

### 2.4 Statistical models for the probability of success

An issue that has also been studied is the probabilistic behaviour of linear approximations and how it can be used to better estimate the data complexity of a linear attack. In an attack based on Matsui's Algorithm 2, it is possible to keep more than one key candidate, which increases the probability of success. Selçuk introduced the notion of advantage ([39]) in order to measure the effectiveness of this type of attack. An attack that ranks the partial key guesses $k$ according to a statistic $X_{k}$ achieves an advantage of $a$ bits if the right key ranks among the best $2^{|k|-a}$ key candidates. Given a desired advantage $a$, the probability of success is the probability that the actual advantage surpasses $a$.

Supposing that the key-ranking statistic $X_{k}$ has the cumulative distribution function $F_{R}$ for the right key guess and $F_{W}$ for any wrong guess, then the success probability of the associated statistical attack for a given desired advantage $a$ is

$$
\begin{equation*}
P_{S}=1-F_{R}\left(F_{W}^{-1}\left(1-2^{-a}\right)\right) \tag{7}
\end{equation*}
$$

For multiple and multidimensional linear cryptanalysis, Blondeau et al. have provided estimations of the distributions of the test statistics in [9]. These estimations can also be found in the appendix $C$.

Another approach to estimating the probability of success was recently introduced by Bogdanov et al. in [12] with the name multivariate profiling. Its main advantage is the fact that it allows to use any set of linear approximations without supposing the statistical independence of the variables. In this case the estimate for the joint distribution of the correlation of the approximations is obtained by drawing a large enough sample of random keys, and computing the individual correlation contribution of each trail (in a large enough set of highly biased trails) for each of the random keys.

### 2.5 Last-round key-recovery with FFT/FWT

We now describe the FFT-accelerated version of Algorithm 2 presented in [18], which applies to the construction from Figure 1 and will be the starting point of our work in section 3 .

There are $2^{|k|}$ possibilities for the partial subkey guess, and we recall that $\chi$ is the mask which extracts these relevant bits, so $k=\left.K_{r}\right|_{\chi}$. Let $f\left(\left.y\right|_{\chi} \oplus k\right)=$ $\beta \cdot F^{-1}\left(y \oplus K_{r}\right)$ denote the term of the approximation associated to the partial last round decryption. The attacker wants to compute the vector $\mathbf{q} \in \mathbb{Z}^{2^{m}}$ of experimental correlations whose entries are

$$
\begin{align*}
q_{k} & =\#\left\{(x, y) \in \mathcal{D}: \alpha \cdot x \oplus f\left(\left.y\right|_{\chi} \oplus k\right)=0\right\} \\
& -\#\left\{(x, y) \in \mathcal{D}: \alpha \cdot x \oplus f\left(\left.y\right|_{\chi} \oplus k\right)=1\right\} \tag{8}
\end{align*}
$$

with the aim of extracting the key candidate(s) with the largest $\left|q_{k}\right|$ (as $q_{k}=$ $\left.2 T_{k}-N\right)$. Each experimental correlation can be rewritten as a sum

$$
\begin{equation*}
q_{k}=\sum_{(x, y) \in \mathcal{D}}(-1)^{\alpha \cdot x \oplus f\left(\left.y\right|_{\chi} \oplus k\right)}=\sum_{j=0}^{2^{|k|}-1}(-1)^{f(j \oplus k)} \sum_{\substack{\left.(x, y) \in \mathcal{D} \\ y\right|_{\chi}=j}}(-1)^{\alpha \cdot x} \tag{9}
\end{equation*}
$$

where $j$ represents the relevant $|k|$ bits of the ciphertext. This suggests that the attack should begin by computing the integer vector $\mathbf{a} \in \mathbb{Z}^{|k|}$ with coordinates

$$
\begin{equation*}
a_{j}=\sum_{\substack{\left.(x, y) \in \mathcal{D} \\ y\right|_{\chi}=j}}(-1)^{\alpha \cdot x} \tag{10}
\end{equation*}
$$

This constitutes the distillation phase of the algorithm of [18]. We can also define the matrix $C \in \mathbb{Z}^{2^{|k|} \times 2^{|k|}}$ with entries

$$
\begin{equation*}
c_{j k}=(-1)^{f(j \oplus k)} \tag{11}
\end{equation*}
$$

The vector $\mathbf{q}=\left(q_{0}, \ldots, q_{2^{|k|}-1}\right)$ can thus be calculated as the product

$$
\begin{equation*}
\mathbf{q}^{T}=\mathbf{a}^{T} C \tag{12}
\end{equation*}
$$

However, the time complexity of constructing $C$ and computing the matrixvector product is still $O\left(2^{2|k|}\right)$. The product can be computed in a much more efficient manner by making use of the following result:

Proposition 1. Let $f: \mathbb{F}_{2}^{m} \longrightarrow \mathbb{F}_{2}$ be a boolean function. We consider a matrix of $1 s$ and $-1 s C \in \mathbb{Z}^{2^{m} \times 2^{m^{2}}}$ whose entries are of the form

$$
\begin{equation*}
c_{i j}=(-1)^{f(i \oplus j)}, \quad 0 \leq i, j \leq 2^{m}-1 \tag{13}
\end{equation*}
$$

This matrix diagonalizes as

$$
\begin{equation*}
2^{m} C=H_{2^{m}} \Delta H_{2^{m}} \tag{14}
\end{equation*}
$$

where $H_{2^{m}}$ is the Hadamard-Sylvester matrix of size $2^{m}$ whose entries are $h_{i j}=$ $(-1)^{i \cdot j}$, and $\Delta=\operatorname{diag}(\boldsymbol{\lambda}), \boldsymbol{\lambda} \in \mathbb{Z}^{2^{m}}$ is a diagonal matrix. The eigenvalue vector $\boldsymbol{\lambda}$ is the matrix-vector product $H_{2^{m}} C_{\cdot 1}$, where $C_{\cdot 1}$ denotes the first column of $C$.

The matrix-vector product $\mathbf{a}^{T} C$ can then be further decomposed into:

$$
\begin{equation*}
2^{|k|} \mathbf{q}^{T}=\mathbf{a}^{T} H_{2^{|k|}} \operatorname{diag}\left(H_{2^{|k|}} C_{\cdot 1}\right) H_{2^{|k|}} \tag{15}
\end{equation*}
$$

The decomposition of $C$ justifies Algorithm 2, which reduces computing $\mathbf{q}$ to three products of the form $H_{2^{|k|}} \mathbf{v}$, which can in turn be evaluated efficiently with the Fast Walsh Transform (sometimes called Fast Walsh-Hadamard Transform or simply FWT or FWHT) with $|k| 2^{|k|}$ additions/substractions (see the appendix for more details). We denote by $\rho_{D}$ the cost of checking a plaintext-ciphertext pair in the distillation phase, by $\rho_{f}$ the cost of evaluating $f(j)$, by $\rho_{A}, \rho_{M}, \rho_{C}$ the cost of adding, multiplying and comparing two n-bit integers, by $\rho_{E}$ the cost of one encryption and by $a$ the advantage of the attack.

Proposition 2. The previous algorithm has time complexity

$$
\underbrace{\rho_{D} N}_{\begin{array}{c}
\text { distillation }  \tag{16}\\
\text { phase }
\end{array}}+\underbrace{3 \rho_{A}|k| 2^{|k|}+\left(\rho_{f}+\rho_{M}+\rho_{C}\right) 2^{|k|}}_{\text {analysis phase }}+\underbrace{\rho_{E} 2^{\kappa-a}}_{\begin{array}{c}
\text { search } \\
\text { phase }
\end{array}}
$$

The memory requirement is $2 \cdot 2^{|k|} \cdot(n+|k|)$ bits.

```
Algorithm 2: The algorithm of [18] (without the final phase)
    Input: A collection \(\mathcal{D}=\left\{\left(x, y=E_{K}(x)\right)\right\}\) of \(N\) plaintext-ciphertext pairs
            (possibly on-the-fly).
    Output: The experimental correlations \(q_{k}\) (multiplied by \(2^{|k|}\) ).
    // DISTILLATION PHASE
    \(\mathbf{a} \leftarrow \mathbf{0}\);
    forall \((x, y) \in \mathcal{D}\) do
        if \(\alpha \cdot x=0\) then \(a_{\left.y\right|_{\chi}} \leftarrow a_{\left.y\right|_{\chi}}+1\) else \(a_{\left.y\right|_{\chi}} \leftarrow a_{\left.y\right|_{\chi}}-1 ;\)
    end
    // ANALYSIS PHASE
    for \(j \leftarrow 0\) to \(2^{|k|}-1\) do \(\lambda_{j} \leftarrow f(j)\); // First column of \(C\)
    \(\boldsymbol{\lambda} \leftarrow \operatorname{FWT}(\boldsymbol{\lambda}) ; \quad / /\) Eigenvalues of \(C\)
    \(\mathbf{a} \leftarrow \operatorname{FWT}(\mathbf{a}) ; \quad / /\) Apply the FWT to a
    for \(j \leftarrow 0\) to \(2^{|k|}-1\) do \(a_{j} \leftarrow a_{j} \cdot \lambda_{j} ; \quad / /\) Multiply a by \(\lambda\)
    \(\mathbf{q} \leftarrow \mathrm{FWT}(\mathbf{a}) ; \quad / /\) Apply the FWT to a
    return \(q\);
```


### 2.6 The lightweight block cipher PRESENT

PRESENT is a key-alternating block cipher which takes a 64 -bit plaintext $x=$ $x_{63} \ldots x_{0}$ and an 80 -bit (or 128-bit) key $K=\kappa_{79} \ldots \kappa_{0}$ (or $K=\kappa_{127} \ldots \kappa_{0}$ ) and returns a 64 -bit ciphertext $y=y_{63} \ldots y_{0}$. The encryption is performed by iteratively applying a round transformation to the state $b=b_{63} \ldots b_{0}=w_{15}\|\ldots\| w_{0}$, where each of the $w_{i}$ represents a 4 -bit nibble, $w_{i}=b_{4 i+3} b_{4 i+2} b_{4 i+1} b_{4 i}$.

Both variants of PRESENT consist of 31 rounds, plus the addition of a whitening key at the output. Each round is the composition of three transformations:

- addRoundKey: Given the round key $K_{i}=\kappa_{63}^{i} \ldots \kappa_{0}^{i}, 0 \leq i \leq 31$ and the state $b$, the round key is XORed bitwise to the state.
- sBoxLayer: A fixed 4-bit S-box $S: \mathbb{F}_{2}^{4} \longrightarrow \mathbb{F}_{2}^{4}$ is applied to each nibble $w_{i}$ of the state. The S -box $S$ is given as a lookup table (in hexadecimal notation):

```
\(x \quad 0123456789\) A B CDEF
\(\boldsymbol{S}(\boldsymbol{x}) \mathrm{C} 56\) B 90 A D 3 E F 84712
```

- pLayer: A fixed bitwise permutation $P$ is applied to the state $b$.

$$
\begin{align*}
P:\{0, \ldots 63\} & \longrightarrow\{0, \ldots, 63\} \\
j \neq 63 & \longmapsto 16 j \bmod 63  \tag{17}\\
63 & \longmapsto
\end{align*}
$$

Key-schedule. It is the only difference between the 80 and the 128 -bit variants, both algorithms can be found in appendix A.


Fig. 2. The general description of the cipher.

## 3 Efficient Key-Recovery for Algorithm 2

In this section we will present our generalized efficient key-recovery algorithm inspired from the one in [18], described in section 2.5.

We were surprised to see that after the publication of [18], many new linear attack publications did not use the algorithm to speed up the key-recovery part (see for instance $[8,34,16]$ ), or they just used it without getting into the details as a black box (see $[3,2]$ ). A few publications implicitly used extensions of the technique, such as $[42,12]$, always in the context of a dedicated attack.

Here we propose a generalized version of the algorithm for an arbitrary number of rounds which encompasses these contributions and permits a finer analysis of the time complexity. We also propose two variants of the algorithm which efficiently exploit the key-schedule relations between keybits as well as the multiple approximation setting, which are interesting scenarios requiring consideration.

We believe that the new algorithm and its variants will simplify the evaluation of the time complexity of an attack given a suitable linear distinguisher, which would in turn help designers assess the security margin of a block cipher.

### 3.1 The extended algorithm

Consider a block cipher $E$ of block size $n$ and key size $\kappa$ which can be decomposed as in figure 2. The ciphers $E_{1}$ and $E_{2}$ represent the first and last few rounds. They take some inner keys $K_{1}$ and $K_{2}$. The first and last round will be the outer keys $K_{0}$ and $K_{3}$. We suppose that the inner cipher $E_{M}$ has a linear approximation

$$
\nu: \alpha \cdot \hat{x} \oplus \beta \cdot \hat{y}
$$

As before, we assume that the values of $\alpha \cdot E_{1}\left(x \oplus K_{0}, K_{1}\right)$ (resp. $\beta \cdot E_{2}^{-1}(y \oplus$ $\left.K_{3}, K_{2}\right)$ ) can be obtained from a part of $x$ (resp. $y$ ) by guessing some bits of the keys $K_{0}$ and $K_{1}\left(\operatorname{resp} . K_{3}\right.$ and $\left.K_{2}\right)$. We will denote the necessary part of the plaintext by $i$ (resp. ciphertext, $j$ ), while the guessed parts of the subkeys will be denoted by $k_{0}, k_{1}$ (resp. $k_{3}, k_{2}$ ). We can consider masks $\chi_{0}, \chi_{1}, \chi_{2}, \chi_{3}$, so that

$$
\begin{equation*}
i=\left.x\right|_{\chi_{0}}, k_{0}=\left.K_{0}\right|_{\chi_{0}}, k_{1}=\left.K_{1}\right|_{\chi_{1}}, k_{2}=\left.K_{2}\right|_{\chi_{2}}, j=\left.y\right|_{\chi_{3}}, k_{3}=\left.K_{3}\right|_{\chi_{3}} \tag{18}
\end{equation*}
$$

Let $f_{1}: \mathbb{F}_{2}^{2\left|k_{0}\right|} \times \mathbb{F}_{2}^{2\left|k_{1}\right|} \longrightarrow \mathbb{F}_{2}$ and $f_{2}: \mathbb{F}_{2}^{2^{\left|k_{3}\right|}} \times \mathbb{F}_{2}^{2^{\left|k_{2}\right|}} \longrightarrow \mathbb{F}_{2}$ be maps for which

$$
\begin{align*}
& f_{1}\left(\left.\left.x\right|_{\chi_{0}} \oplus K_{0}\right|_{\chi_{0}},\left.K_{1}\right|_{\chi_{1}}\right)=\alpha \cdot E_{1}\left(x \oplus K_{0}, K_{1}\right) \text { for all } x, K_{0}, K_{1}  \tag{19}\\
& f_{2}\left(\left.\left.y\right|_{\chi_{3}} \oplus K_{3}\right|_{\chi_{3}},\left.K_{2}\right|_{\chi_{2}}\right)=\beta \cdot E_{2}^{-1}\left(y \oplus K_{3}, K_{2}\right) \text { for all } y, K_{3}, K_{2} \tag{20}
\end{align*}
$$

The attacker has a set $\mathcal{D}$ of $N$ pairs $(x, y=E(x, K))$ for some fixed key $K$. They need to compute, for each possible guess of the subkeys:

$$
\begin{align*}
q\left(k_{0}, k_{1}, k_{2}, k_{3}\right) & =\#\left\{(x, y) \in \mathcal{D}: f_{1}\left(i \oplus k_{0}, k_{1}\right) \oplus f_{2}\left(j \oplus k_{3}, k_{2}\right)=0\right\} \\
& -\#\left\{(x, y) \in \mathcal{D}: f_{1}\left(i \oplus k_{0}, k_{1}\right) \oplus f_{2}\left(j \oplus k_{3}, k_{2}\right)=1\right\} \tag{21}
\end{align*}
$$

The attack begins with the distillation phase, in which a matrix $A \in \mathbb{Z}^{2^{\left|k_{0}\right|} \times 2^{\left|k_{3}\right|}}$ is constructed from the data. Its entries are

$$
\begin{equation*}
a_{i j}=\#\left\{(x, y) \in \mathcal{D}:\left.x\right|_{\chi_{0}}=i,\left.y\right|_{\chi_{3}}=j\right\} \tag{22}
\end{equation*}
$$

We can rewrite the experimental correlation for any key guess as the sum

$$
\begin{equation*}
q\left(k_{0}, k_{1}, k_{2}, k_{3}\right)=\sum_{i=0}^{2^{\left|k_{0}\right|}-1} \sum_{j=0}^{2^{\left|k_{3}\right|}-1} a_{i j}(-1)^{f_{1}\left(i \oplus k_{0}, k_{1}\right)}(-1)^{f_{2}\left(j \oplus k_{3}, k_{2}\right)} \tag{23}
\end{equation*}
$$

Let us now consider that the values of $k_{1}$ and $k_{2}$ are fixed. The associated experimental correlations form a matrix $Q^{k_{1}, k_{2}} \in \mathbb{Z}^{\mid{ }^{\left|k_{0}\right|} \times 2^{\left|k_{3}\right|}}$ with entries

$$
\begin{equation*}
q_{k_{0}, k_{3}}^{k_{1}, k_{2}}=q\left(k_{0}, k_{1}, k_{2}, k_{3}\right) \tag{24}
\end{equation*}
$$

We can see that $Q^{k_{1}, k_{2}}=B^{k_{1}} A C^{k_{2}}$, where $B^{k_{1}} \in \mathbb{Z}^{2^{\left|k_{0}\right|} \times 2^{\left|k_{0}\right|}}$ and $C^{k_{2}} \in$ $\mathbb{Z}^{2^{\left|k_{3}\right|} \times 2^{\left|k_{3}\right|}}$, and the elements of these matrices are defined as

$$
\begin{equation*}
b_{k_{0}, i}^{k_{1}}=(-1)^{f_{1}\left(i \oplus k_{0}, k_{1}\right)}, \quad c_{j, k_{3}}^{k_{2}}=(-1)^{f_{2}\left(j \oplus k_{3}, k_{2}\right)} \tag{25}
\end{equation*}
$$

The matrices $B^{k_{1}}, C^{k_{2}}$ adhere to the structure described in Proposition 1, and the Fast Walsh Transform can be used to multiply vector by them.

$$
\begin{align*}
& 2^{\left|k_{0}\right|} B^{k_{1}}=H_{2^{\left|k_{0}\right|}} \operatorname{diag}\left(\lambda_{1}^{k_{1}}\right) H_{2^{\left|k_{0}\right|}}, \text { where } \boldsymbol{\lambda}_{1}^{k_{1}}=H_{2^{\left|k_{0}\right|}} B_{\cdot 1}^{k_{1}}  \tag{26}\\
& 2^{\left|k_{3}\right|} C^{k_{2}}=H_{2^{\left|k_{3}\right|}} \operatorname{diag}\left(\boldsymbol{\lambda}_{2}^{k_{2}}\right) H_{2^{\left|k_{3}\right|}}, \text { where } \boldsymbol{\lambda}_{2}^{k_{2}}=H_{2^{\left|k_{3}\right|}} C_{\cdot 1}^{k_{2}} \tag{27}
\end{align*}
$$

The matrices $Q^{k_{1} k_{2}}$ can therefore be calculated as

$$
\begin{equation*}
2^{\left|k_{0}\right|+\left|k_{3}\right|} Q^{k_{1} k_{2}}=H_{2^{\left|k_{0}\right|}} \operatorname{diag}\left(\lambda_{1}^{k_{1}}\right) H_{2^{\left|k_{0}\right|}} A H_{2^{\left|k_{3}\right|}} \operatorname{diag}\left(\lambda_{2}^{k_{2}}\right) H_{2^{\left|k_{3}\right|}} \tag{28}
\end{equation*}
$$

As a result, the attack can be performed efficiently using algorithm 3 as follows:

1. Distillation phase: Construct the matrix $A$ by looking at each plaintextciphertext pair $(x, y)$, finding the associated values of $i=\left.x\right|_{\chi_{0}}$ and $j=\left.y\right|_{\chi_{3}}$ and incrementing the corresponding $a_{i j}$ by one.
```
Algorithm 3: General FFT algorithm (without the final phase)
    Input: A collection \(\mathcal{D}=\left\{\left(x, y=E_{K}(x)\right)\right\}\) of \(N\) plaintext-ciphertext pairs.
    Output: The experimental correlations \(Q_{k_{0}, k_{3}}^{k_{1}, k_{2}}\).
    // DISTILLATION PHASE
    \(A \leftarrow 0\);
    forall \((x, y) \in \mathcal{D}\) do \(a_{\left.x\right|_{\chi_{0}},\left.y\right|_{\chi_{3}}} \leftarrow a_{\left.x\right|_{\chi_{0}},\left.y\right|_{\chi_{3}}}+1\);
    // ANALYSIS PHASE
    for \(i \leftarrow 0\) to \(2^{\left|k_{0}\right|}-1\) do \(A_{i}\). \(\leftarrow \operatorname{FWT}\left(A_{i}.\right) ; \quad / /\) FWT on rows
    for \(j \leftarrow 0\) to \(2^{\left|k_{3}\right|}-1\) do \(A_{\cdot j} \leftarrow \operatorname{FWT}\left(A_{\cdot j}\right)\); // FWT on columns
    for \(k_{1} \leftarrow 0\) to \(2^{\left|k_{1}\right|}-1 ; i \leftarrow 0\) to \(2^{\left|k_{0}\right|}-1\) do \(\left(\lambda_{1}^{k_{1}}\right)_{i} \leftarrow f_{1}\left(i, k_{1}\right) ; \quad / / B_{1}^{k_{1}}\)
    for \(k_{2} \leftarrow 0\) to \(2^{\left|k_{2}\right|}-1 ; j \leftarrow 0\) to \(2^{\left|k_{3}\right|}-1\) do \(\left(\lambda_{2}^{k_{2}}\right)_{j} \leftarrow f_{2}\left(j, k_{2}\right) ; \quad / / C_{1}^{k_{2}}\)
    for \(k_{1} \leftarrow 0\) to \(2^{\left|k_{1}\right|}-1\) do \(\boldsymbol{\lambda}_{1}^{k_{1}} \leftarrow \operatorname{FWT}\left(\boldsymbol{\lambda}_{1}^{k_{1}}\right)\); // Compute \(\boldsymbol{\lambda}_{1}^{k_{1}}\)
    for \(k_{2} \leftarrow 0\) to \(2^{\left|k_{2}\right|}-1\) do \(\boldsymbol{\lambda}_{2}^{k_{2}} \leftarrow \operatorname{FWT}\left(\boldsymbol{\lambda}_{2}^{k_{2}}\right) ; \quad / /\) Compute \(\boldsymbol{\lambda}_{2}^{k_{2}}\)
    for \(k_{1} \leftarrow 0\) to \(2^{\left|k_{1}\right|}-1 ; k_{2} \leftarrow 0\) to \(2^{\left|k_{2}\right|}-1\) do \(\quad / /\) Compute \(Q_{k_{0}, k_{3}}^{k_{1}, k_{2}}\)
        for \(k_{0} \leftarrow 0\) to \(2^{\left|k_{0}\right|}-1 ; k_{3} \leftarrow 0\) to \(2^{\left|k_{3}\right|}-1\) do
        \(Q_{k_{0} k_{3}}^{k_{1}, k_{2}} \leftarrow A_{k_{0} k_{3}} \cdot\left(\lambda_{1}^{k_{1}}\right)_{k_{0}} \cdot\left(\lambda_{2}^{k_{2}}\right)_{k_{3}} ;\)
        for \(k_{0} \leftarrow 0\) to \(2^{\left|k_{0}\right|}-1\) do \(Q_{k_{0} .}^{k_{1}, k_{2}} \leftarrow \operatorname{FWT}\left(Q_{k_{0} .}^{k_{1}, k_{2}}\right)\);
        for \(k_{3} \leftarrow 0\) to \(2^{\left|k_{3}\right|}-1\) do \(Q_{\cdot k_{3}}^{k_{1}, k_{2}} \leftarrow \operatorname{FWT}\left(Q_{\cdot k_{3}}^{k_{1}, k_{2}}\right)\);
    end
    return \(\left\{Q^{k_{1}, k_{2}}\right\}_{k_{1}, k_{2}} ;\)
```

2. Analysis phase: Compute all the experimental correlations $q\left(k_{0}, k_{1}, k_{2}, k_{3}\right)$ :
(a) Apply the FWT on all rows and columns of $A$ to obtain a matrix $\widehat{A}$.
(b) Construct the eigenvalue vectors $\boldsymbol{\lambda}_{1}^{k_{1}}$ and $\boldsymbol{\lambda}_{2}^{k_{2}}$ for all $k_{1}, k_{2}$ by calculating the first column of $B^{k_{1}}$ or $C^{k_{2}}$ and then applying the FWT.
(c) Compute $Q^{k_{1}, k_{2}}$ for all the values of $k_{1}$ and $k_{2}$ :
i. Copy $\widehat{A}$ and multiply each column by $\boldsymbol{\lambda}_{1}^{k_{1}}$ and each row by $\boldsymbol{\lambda}_{2}^{k_{2}}$ elementwise.
ii. Apply the FWT on all the rows and columns to obtain $Q^{k_{1}, k_{2}}$.
(d) Select the subkey guesses with the largest values of $\left|q\left(k_{0}, k_{1}, k_{2}, k_{3}\right)\right|$.
3. Search phase.

The time complexity of the distillation phase is $\rho_{D} N$ binary operations, where $\rho_{D}$ is the cost of checking one pair. The distilled data occupies $2^{\left|k_{0}\right|+\left|k_{3}\right|}$ memory registers of up to $n$ bits. The cost of applying the initial FWTs of step 2(a) is $\rho_{A}\left(\left|k_{0}\right|+\left|k_{3}\right|\right) 2^{\left|k_{0}\right|+\left|k_{3}\right|}\left(\rho_{A} / \rho_{M}\right.$ is the cost of addition/multiplication) with no additional memory. The eigenvalue vectors can be precomputed with cost

$$
\begin{equation*}
\rho_{f_{1}} 2^{\left|k_{0}\right|+\left|k_{1}\right|}+\rho_{f_{2}} 2^{\left|k_{2}\right|+\left|k_{3}\right|}+\rho_{A}\left(\left|k_{0}\right| 2^{\left|k_{0}\right|+\left|k_{1}\right|}+\left|k_{3}\right| 2^{\left|k_{2}\right|+\left|k_{3}\right|}\right) \tag{29}
\end{equation*}
$$

where $\rho_{f_{1}}$ and $\rho_{f_{2}}$ are the costs of evaluating $f_{1}$ and $f_{2}$. These vectors are stored in $2^{\left|k_{0}\right|+\left|k_{1}\right|}+2^{\left|k_{2}\right|+\left|k_{3}\right|}$ registers of $\max \left\{\left|k_{0}\right|,\left|k_{3}\right|\right\}$ bits. The cost of step $2(\mathrm{c})$ is

$$
\begin{equation*}
2 \rho_{M} 2^{\left|k_{0}\right|+\left|k_{1}\right|+\left|k_{2}\right|+\left|k_{3}\right|}+\rho_{A}\left(\left|k_{0}\right|+\left|k_{3}\right|\right) 2^{\left|k_{0}\right|+\left|k_{1}\right|+\left|k_{2}\right|+\left|k_{3}\right|} \tag{30}
\end{equation*}
$$

This computation requires $2^{\left|k_{0}\right|+\left|k_{3}\right|}$ working registers of up to $n+\left|k_{0}\right|+\left|k_{3}\right|$ bits. If the experimental correlations need to be stored in full (for example if the FFT algorithm is used as a part of a multiple linear attack), then $2^{\left|k_{0}\right|+\left|k_{1}\right|+\left|k_{2}\right|+\left|k_{3}\right|}$ memory registers of $n$ bits are required (we can divide by $2^{\left|k_{0}\right|+\left|k_{3}\right|}$ ).

It's interesting to compare the computational costs $\rho_{D}, \rho_{f_{1}}, \rho_{f_{2}}, \rho_{A}$ and $\rho_{M}$ with the cost of a block cipher encryption $\rho_{E}$. In general, $\rho_{D}, \rho_{f_{1}}$ and $\rho_{f_{2}}$ should be negligible, as they are much simpler operations. For most cases $\rho_{A}$ and $\rho_{M}$ should be comparable to or smaller to the cost of an encryption, though this depends on the implementations of the cipher and the operations.

The adaptability of this algorithm to multiple and multidimensional linear attacks should also be considered. The distillation phase only needs to be performed once, which means our approach generalises the results of [36]. If there is no structure to the set of approximations, then the time cost of the analysis phase is multiplied by the number of approximations $M$. Additionally, the cost of computing the statistic $Q_{k}$ from the correlations of each approximation is

$$
\begin{equation*}
M\left(\rho_{M}+\rho_{A}\right) 2^{\left|k_{0}\right|+\left|k_{1}\right|+\left|k_{2}\right|+\left|k_{3}\right|} \tag{31}
\end{equation*}
$$

If there are several approximations which share the same input mask $\alpha$ but differ in their output masks (or the other way around), then it is possible to reuse some partial results such as $B^{k_{1}} \widehat{A}$, which only need to be computed once. This can lead to a further reduction in time complexity.

### 3.2 Exploiting the key schedule of the cipher

So far, we have assumed that the attacker must guess $k_{0}, k_{1}, k_{2}$ and $k_{3}$ independently. However, the key schedule of a cipher often induces dependence relationships between these four subkeys. These relationships can be easily exploited in the implementation of Matsui's Algorithm 2 without FFT, but it is not obvious how they can be used in accelerated attacks. We will now consider two strategies.

## Walsh Transform pruning.

The first approach consists of applying the FWT algorithm but only computing the outputs which correspond to possible values of the subkeys, as suggested in [42]. To this end, we have studied pruned Walsh Transform algorithms, which efficiently compute a subset of outputs of the classical "full" transform. We have found a particularly useful pruned algorithm, which is detailed in appendix B:

Proposition 3. The components of the Walsh Transform of a vector of length $2^{m}$ which have $n$ fixed bits in their position can be computed with complexity

$$
\begin{equation*}
2^{m}+(m-n-1) 2^{m-n} \tag{32}
\end{equation*}
$$

We have designed a modified analysis phase which considers the bits of $k_{0}$ which can be deduced from $\left(k_{1}, k_{2}\right)$ and the bits of $k_{3}$ which can be deduced from $\left(k_{0}, k_{1}, k_{2}\right)$. The roles of $k_{0}$ and $k_{3}$ can be easily exchanged if necessary.

1. Compute $H_{2^{k_{0}}} A H_{2^{k_{3}}}$ as normal.
2. Only compute the products $\operatorname{diag}\left(\boldsymbol{\lambda}_{1}^{k_{1}}\right) H_{2^{k_{0}}} A H_{2^{k_{3}}} \operatorname{diag}\left(\boldsymbol{\lambda}_{2}^{k_{2}}\right)$ for the values of $\left(k_{1}, k_{2}\right)$ which are possible according to the key schedule.
3. For each pair $\left(k_{1}, k_{2}\right)$, consider only the possible values of $k_{0}$ and prune the associated (column) Walsh Transforms accordingly.
4. For each of the rows of the resulting matrix, consider the possible values of $k_{3}$ and prune the associated Walsh Transform to these positions.

If $\left(k_{1}, k_{2}\right)$ can only take $2^{\left|k_{1}\right|+\left|k_{2}\right|-l_{12}}$ different values, $l_{0}$ bits of $k_{0}$ can be deduced from $\left(k_{1}, k_{2}\right)$ and $l_{3}$ bits of $k_{3}$ can be deduced from $\left(k_{0}, k_{1}, k_{2}\right)$ then the complexity of the "pruned" analysis phase is

$$
\begin{align*}
& \rho_{A}\left(\left|k_{0}\right|+\left|k_{3}\right|\right) 2^{\left|k_{0}\right|+\left|k_{3}\right|}+2 \rho_{M} 2^{\left|k_{0}\right|+\left|k_{1}\right|+\left|k_{2}\right|+\left|k_{3}\right|-l_{12}} \\
& +\rho_{A} 2^{\left|k_{1}\right|+\left|k_{2}\right|+\left|k_{3}\right|-l_{12}}\left(2^{\left|k_{0}\right|}+\left(\left|k_{0}\right|-l_{0}-1\right) 2^{\left|k_{0}\right|-l_{0}}\right)  \tag{33}\\
& +\rho_{A} 2^{\left|k_{0}\right|-l_{0}+\left|k_{1}\right|+\left|k_{2}\right|-l_{12}}\left(2^{\left|k_{3}\right|}+\left(\left|k_{3}\right|-l_{3}-1\right) 2^{\left|k_{3}\right|-l_{3}}\right)
\end{align*}
$$

As $l_{0}$ and $l_{3}$ increase with respect to $\left|k_{0}\right|$ and $\left|k_{3}\right|$, the complexity approaches

$$
\begin{equation*}
\rho_{A}\left(\left|k_{0}\right|+\left|k_{3}\right|\right) 2^{\left|k_{0}\right|+\left|k_{3}\right|}+2\left(\rho_{M}+\rho_{A}\right) 2^{\left|k_{0}\right|+\left|k_{1}\right|+\left|k_{2}\right|+\left|k_{3}\right|-l_{12}} \tag{34}
\end{equation*}
$$

This variant of the attack algorithm requires $2^{\left|k_{0}\right|+\left|k_{3}\right|}$ memory registers to hold the counters from the distillation phase, $2^{\left|k_{0}\right|+\left|k_{1}\right|}+2^{\left|k_{2}\right|+\left|k_{3}\right|}$ registers for the eigenvalue vectors and $2^{\left|k_{0}\right|+\left|k_{1}\right|+\left|k_{2}\right|+\left|k_{3}\right|-l_{12}-l_{0}-l_{3}}$ registers to hold the experimental correlations, if they need to be stored in full.

Since applying Walsh Transform on all the rows and columns of a matrix is equivalent to performing the Walsh Transform on a vectorization of the matrix, it should be possible to prune this unique transform to the possible values of $\left(k_{0}, k_{3}\right)$ associated to the current $\left(k_{1}, k_{2}\right)$. In particular, it would be interesting to consider more complex relationships between these bits.

## Multiple linear cryptanalysis.

The previous approach has limited results if $2^{\left|k_{0}\right|+\left|k_{3}\right|}$ is already too large. In the case of multiple linear cryptanalysis, it is possible to reduce the complexity further by performing the algorithm separately for each linear approximation and then combining the information to obtain $Q_{k}$, as done in [42] and [12].

Let $\nu_{i}: \alpha_{i} \cdot \hat{x} \oplus \beta_{i} \cdot \hat{y}, i=1, \ldots, M$ be a linear approximations of the inner cipher $E_{M}$. Multiple linear cryptanalysis requires the attacker to compute

$$
\begin{equation*}
Q\left(k_{0}, k_{1}, k_{2}, k_{3}\right)=\frac{1}{N} \sum_{i=1}^{M}\left(q^{i}\left(k_{0}, k_{1}, k_{2}, k_{3}\right)\right)^{2} \tag{35}
\end{equation*}
$$

In order to calculate one particular $\mathbf{q}^{i}$ some subkey bits might be unnecessary: some part of the subkey might be necessary for one approximation but
not for a different one. Let us suppose that $q^{i}\left(k_{0}, k_{1}, k_{2}, k_{3}\right)$ can be calculated as $\widehat{q}^{i}\left(k_{0}^{i}, k_{1}^{i}, k_{2}^{i}, k_{3}^{i}\right)$ (where $k_{0}^{i}=\left.k_{0}\right|_{\chi_{0}^{i}}$ is a part of $k_{0}$, and so on), and that ( $k_{0}, k_{1}, k_{2}, k_{3}$ ) can be deduced from a part $k_{T}$ of the master key $K$. We will also suppose that the sets of masks $\left(\chi_{0}^{i}, \chi_{3}^{i}\right)$ and $\left(\chi_{0}^{i}, \chi_{1}^{i}, \chi_{2}^{i}, \chi_{3}^{i}\right)$ take $M_{1}$ and $M_{2}$ different values over the set of $M$ approximations, respectively. In this situation, the attacker can perform the following modified attack:

1. In the distillation phase, construct $M_{1}$ tables: for each plaintext-ciphertext mask pair $\left(X_{0}, X_{3}\right)$, the table $A_{\left(X_{0}, X_{3}\right)}$ of size $2^{H W\left(\chi_{0}^{i}\right)} \times 2^{H W\left(\chi_{3}^{i}\right)}$.
2. For each approximation $\nu_{i}$, compute a table of length $2^{\left|k_{0}^{i}\right|+\left|k_{1}^{i}\right|+\left|k_{2}^{i}\right|+\left|k_{3}^{i}\right|}$ containing all the possible values of $q^{i}\left(k_{0}^{i}, k_{1}^{i}, k_{2}^{i}, k_{3}^{i}\right)$ by using the FFT algorithm on the appropiate table from the distillation phase, $A_{\left(\chi_{0}^{i}, \chi_{3}^{i}\right)}$.
3. Merge the $M$ tables from the previous step into $M_{2}$ "condensed" tables by adding the square correlations of approximations corresponding to the same choice of subkey bits, that is, one table for each possible value of ( $X_{0}, X_{1}, X_{2}, X_{3}$ ). The associated condensed table contains the coefficients:

$$
\begin{equation*}
\sum_{\substack{\left(\chi_{0}^{i}, \chi_{1}^{i}, \chi_{2}^{i}, \chi_{3}^{i}\right) \\=\left(X_{0}, X_{1}, X_{2}, X_{3}\right)}}\left(q^{i}\left(k_{0}^{i}, k_{1}^{i}, k_{2}^{i}, k_{3}^{i}\right)\right)^{2} \text { for all }\left(k_{0}^{i}, k_{1}^{i}, k_{2}^{i}, k_{3}^{i}\right) \tag{36}
\end{equation*}
$$

4. For each possible guess of the partial master key $k_{T}$, use the key schedule to compute the associated values of $k_{0}^{i}, k_{1}^{i}, k_{2}^{i}, k_{3}^{i}$. Use the tables from the previous step to compute $Q\left(k_{0}, k_{1}, k_{2}, k_{3}\right)$.

Note that the individual calls to the FFT linear cryptanalysis algorithm can also be pruned in order to combine both key schedule exploitation approaches, and that steps 2 and 3 can be mixed in order to reduce the memory requirement.

The cost of the distillation phase is now $M_{1} \rho_{D} N$. If $\rho_{K S}$ denotes the cost of computing $\left(k_{0}, k_{1}, k_{2}, k_{3}\right)$ from $k_{T}$, then the cost of the analysis phase is

$$
\begin{align*}
& \sum_{i=1}^{M}\left(2 \rho_{M} 2^{\left|k_{0}^{i}\right|+\left|k_{1}^{i}\right|+\left|k_{2}^{i}\right|+\left|k_{3}^{i}\right|}+\rho_{A}\left(\left|k_{0}^{i}\right|+\left|k_{3}^{i}\right|\right)\left(2^{\left|k_{0}^{i}\right|+\left|k_{1}^{i}\right|+\left|k_{2}^{i}\right|+\left|k_{3}^{i}\right|}+2^{\left|k_{0}^{i}\right|+\left|k_{3}^{i}\right|}\right)\right) \\
& \quad+\sum_{i=1}^{M}\left(\rho_{M} 2^{\left|k_{0}^{i}\right|+\left|k_{1}^{i}\right|+\left|k_{2}^{i}\right|+\left|k_{3}^{i}\right|}+\rho_{A} 2^{\left|k_{0}^{i}\right|+\left|k_{1}^{i}\right|+\left|k_{2}^{i}\right|+\left|k_{3}^{i}\right|}\right)+\left(M_{2} \rho_{A}+\rho_{K S}\right) 2^{\left|k_{T}\right|} \tag{37}
\end{align*}
$$

The algorithm requires $\sum_{\left(X_{0}, X_{3}\right)} 2^{H W\left(X_{0}\right)+H W\left(X_{3}\right)}$ memory positions for the distillation counters and $\sum_{\left(X_{0}, X_{1}, X_{2}, X_{3}\right)} 2^{H W\left(X_{0}\right)+H W\left(X_{1}\right)+H W\left(X_{2}\right)+H W\left(X_{3}\right)}$ positions for the $M_{2}$ condensed correlation tables.

This algorithm can produce large gains in the case of multiple linear cryptanalysis (especially when the $\left|k^{i}\right|$ are significantly smaller than the $\left|k_{.}\right|$), but its success is more limited in multidimensional attacks, as there is always a linear approximation for which the $\left|k_{.}^{i}\right|$ are maximal.

Example implementation. We have implemented our key-recovery algorithm on a toy version of PRESENT with the aim of illustrating how all these different techniques can be used. The C code can be found at:
https://project.inria.fr/quasymodo/results/codes/

## 4 Application to PRESENT

In order to showcase the potential of our key-recovery techniques, in this section we describe some new attacks on reduced-round variants of the block cipher PRESENT, which surpass the best previously known attacks (that were also linear), specifically $[16,42,12]$. Our results include new attacks on 26 and 27round PRESENT which improve the parameters of the aforementioned attacks, as well as (to the best of our knowledge) the first attacks on 28-round PRESENT.

### 4.1 Linear distinguishers for PRESENT

Previous linear attacks on PRESENT ([38, 34, 16, 42, 12]) have used the fact that the S-box has eight linear approximations with correlation $2^{-3}$ and whose input and output masks have Hamming weight 1. These approximations lead to many linear trails with one active S-box in each round, which form linear hulls with high potential and masks of weight 1 . Our attacks make use of three different sets of approximations with masks of weight 1 or 2 , which were found as follows.

We begin by computing the correlation of all approximations of one round of PRESENT which: 1) only have up to two active S-boxes and 2) only require up to two active S -boxes in the previous and the next rounds. There are 2800 input and output masks which verify these bounds on the number of active S -boxes, so a $2800 \times 2800$ correlation matrix was constructed. Then, the element-wise square of this matrix can be elevated to the number of rounds $r$ to obtain an approximation of the ELP of all the linear approximations whose input and output masks are in this family. A similar approach is detailed in [1].

The analysis of the resulting matrices showed that the linear approximations of PRESENT with the largest ELP only have one active S-box in the first and the last rounds. Table 1 contains a classification (according to the ELP) of approximations with one active S-box in the first and the last round, and masks of Hamming weight 1 or 2 . From these approximations, we have selected three different sets as linear distinguishers, considering both their linear capacity as well as the number of keybits involved in a two-round key-recovery.

Set I, with 128 approximations, has the lowest capacity, but only uses masks of Hamming weight 1 and has a cheaper key-recovery than the others. Set III has 448 approximations and the largest capacity but requires guessing a lot of bits in the key-recovery, as it has approximations with both masks of Hamming weight 2. Set II is an intermediate where masks of Hamming weight 2 are only used in the input. The capacity for these three sets can be found in table 2. We have also estimated the advantage that is obtained by these sets of approximations using the statistical model that can be found in [9] and appendix C.

| Group | Input Mask | Input S－Box | Output Mask | Output S－Box |  | $\begin{gathered} \text { ELP } \\ r=22 \end{gathered}$ | $\begin{gathered} \text { ELP } \\ 2=23 \end{gathered}$ | $\begin{gathered} \text { ELP } \\ 3 r=24 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | $A_{\circ}^{\dagger}$ | $5_{\circ}^{\dagger}, 6{ }_{\circ}^{\dagger}, 9_{\circ}^{\dagger}, 10_{\circ}^{\dagger}$ | $2_{\circ}^{\dagger}, 8_{\circ}^{\dagger}, 3^{\dagger}, 9^{\dagger}$ | $5_{\circ}^{\dagger}, 7_{\circ}^{\dagger}, 13_{\circ}^{\dagger}, 15_{\circ}^{\dagger}$ | 64 | $2^{-59.9}$ | $2^{-62.5}$ | $2^{-65.1}$ |
| B | $C_{\circ}^{\dagger}$ | $5_{\circ}^{\dagger}, 66_{\circ}^{\dagger}, 9_{\circ}^{\dagger}, 10_{\circ}^{\dagger}$ | $2_{\circ}^{\dagger}, 8_{\circ}^{\dagger}, 3^{\dagger}, 9^{\dagger}$ | $5_{\circ}^{\dagger}, 7{ }_{\circ}^{\dagger}, 13_{\circ}^{\dagger}, 15_{\circ}^{\dagger}$ | 64 | $2^{-60.4}$ | $2^{-63.0}$ | $2^{-65.6}$ |
| C1 | $A_{\circ}^{\dagger}$ | $5_{\circ}^{\dagger}, 6_{\circ}^{\dagger}, 9_{\circ}^{\dagger}, 10_{\circ}^{\dagger}$ | $2_{\circ}^{\dagger}, 8_{\circ}^{\dagger}, 3^{\dagger}, 9^{\dagger}$ | $6_{\circ}^{\dagger}, 9,11,14_{\circ}^{\dagger}$ | 64 |  |  |  |
| C2 | A | 5，6，9， 10 | 4，5 | 5，7，13， 15 | 32 | $2^{-60.6}$ | $2^{-63.2}$ | $2^{-65.8}$ |
| C3 | $A_{\circ}^{\dagger}$ | $7^{\dagger}, 11^{\dagger}, 13_{\circ}^{\dagger}, 14_{\circ}^{\dagger}$ | $2_{\circ}^{\dagger}, 8_{\circ}^{\dagger}, 3^{\dagger}, 9^{\dagger}$ | $5_{\circ}^{\dagger}, 7{ }_{\circ}^{\dagger}, 13_{\circ}^{\dagger}, 15_{\circ}^{\dagger}$ | 64 |  |  |  |
| D | ${ }^{*} 2_{\circ}^{\dagger},{ }^{*} 4_{\circ}^{\dagger}, 3,5{ }^{\text {c }}$ | ${ }^{*} 5_{\circ}^{\dagger},{ }^{*} 6_{\circ}^{\dagger},{ }^{*} 9_{\circ}^{\dagger},{ }^{*} 10_{\circ}^{\dagger}$ | ${ }^{*} 2_{\circ}^{\dagger},{ }^{*} 8_{\circ}^{\dagger}, 3^{\dagger}, 9^{\dagger}$ | ${ }^{*} 5_{\circ}^{\dagger},{ }^{*} 7_{\circ}^{\dagger},{ }^{*} 13_{\circ}^{\dagger},{ }^{*} 15_{\circ}^{\dagger}$ | 256 | $2^{-60.8}$ | $2^{-63.4}$ | $2^{-66.0}$ |
| E1 | $C^{\dagger}$ | $5_{\circ}^{\dagger}, 6_{\circ}^{\dagger}, 9_{\circ}^{\dagger}, 10_{\circ}^{\dagger}$ | $2_{\circ}^{\dagger}, 8_{\circ}^{\dagger}, 3^{\dagger}, 9^{\dagger}$ | $6{ }_{\circ}^{\dagger}, 9,11,14_{\circ}^{\dagger}$ | 64 |  |  |  |
| E2 | $C$ | 5，6，9，10 | 4，5 | 5，7，13，15 | 32 | $2^{-61.1}$ | $2^{-6}$ | $2^{-66.3}$ |
| E3 | $C_{\circ}^{\dagger}$ | $7^{\dagger}, 11^{\dagger}, 13_{\circ}^{\dagger}, 14_{\circ}^{\dagger}$ | $2_{\circ}^{\dagger}, 8_{\circ}^{\dagger}, 3^{\dagger}, 9^{\dagger}$ | $5_{\circ}^{\dagger}, 7_{\circ}^{\dagger}, 13_{\circ}^{\dagger}, 15_{\circ}^{\dagger}$ | 64 |  |  |  |
| F1 | A | 5，6，9， 10 | $2,8,3,9$ | 10 | 16 |  |  |  |
| F2 | A | 5，6，9， 10 | 4， 5 | 6，9，11， 14 | 32 |  |  |  |
| F3 | A | 5，6，9， 10 | 6，$C$ | 5，7，13， 15 | 32 | －61． | $2^{-63}$ | $2^{-66.5}$ |
| F4 | $A$ 。 | $7,11,13$ 。 14 。 | $2 \circ, 8 \circ, 3,9$ | 6 。，9，11，14。 | 64 |  |  | 2 |
| F5 | A | 7，11，13，14 | 4，5 | 5，7，13， 15 | 32 |  |  |  |
| F6 | A | 15 | 2，8，3， 9 | $5,7,13,15$ | 16 |  |  |  |
| G1 | ${ }^{*} 2_{\circ}{ }^{*} 4_{\circ}, 3,5$ |  | ${ }^{*} 2_{\circ},{ }^{*} 8_{\circ}, 3,9$ | ${ }^{*} 6$ 。 $, 9,11,{ }^{*} 14$ 。 | 256 |  |  |  |
| G2 | 2，4，3， 5 | 5，6，9， 10 | 4,5 | 5，7，13， 15 | 128 | $2^{-61.5}$ | $2^{-64.1}$ | $2^{-66.7}$ |
| G3 | 8 。， 9 | 5 。 $6_{\circ}, 9$ 。, 10 。 | 2 。， $8_{\circ}, 3,9$ | 5 。， 7 。, 13 。 15 。 | 64 |  |  |  |
| G4 | ${ }^{*} 2{ }_{\circ}{ }^{*}{ }^{\circ}{ }_{\circ}, 3,5$ | 7，11，＊ 13 。，${ }^{*} 14$ 。 | ${ }^{*} 2_{\circ},{ }^{*} 8_{\circ}, 3,9$ | ${ }^{*} 5_{\circ},{ }^{*} 77_{\circ},{ }^{*} 13_{\circ},{ }^{*} 15$ 。 | 256 |  |  |  |

Table 1．An empirical classification of linear approximations of PRESENT with input and output masks of Hamming weight 1 or 2 according to their ELP．Indicated are the active S－box of the first and last rounds，as well as the input and output masks of said S－boxes．Our three sets of approximations are indicated as I：＊，II：० and III：$\dagger$ ．

|  | \＃Approx．Capacity $(r=22)$ | Capacity $(r=23)$ | Capacity $(r=24)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| I（＊） | 128 | $2^{-54.11}$ | $2^{-56.71}$ | $2^{-59.31}$ |
| II $(\circ)$ | 296 | $2^{-52.60}$ | $2^{-55.20}$ | $2^{-57.80}$ |
| III $(\dagger)$ | 448 | $2^{-51.78}$ | $2^{-54.38}$ | $2^{-56.98}$ |

Table 2．The capacities of our three sets of approximations．

These approximations are not statistically independent（as they are not even linearly independent）．One possible solution would be the application of mul－ tidimensional linear cryptanalysis．However，this would consider all the linear combinations of the approximations，and the benefits of the masks of low Ham－ ming weight would be lost．Instead，we use the multiple linear cryptanalysis statistic，and we have estimated the probability of success under the assump－ tion that the approximations are statistically independent．In order to justify the validity of the resulting estimations，we provide experimental results which conform to the theoretical predictions for a reduced number of rounds．Another possible approach would be the multivariate profiling technique of［12］．


Fig. 3. Advantage obtained by each of our sets of approximations for 22, 23 and 24 rounds of PRESENT with 0.95 probability in a distinct known plaintext scenario.


Fig. 4. Experimental advantage for attacks on 10 (resp. 12) rounds of PRESENT (using the linear distinguishers over 6 (resp. 8) rounds, with key-recovery on the first two and last two rounds). The statistic $Q_{k}$ of the right key was compared against a random sample of $2^{12}$ (resp. $2^{10}$ ) keys. The position of the right-key statistic among these provides an estimation of the advantage of up to 12 (resp. 10) bits. This was repeated for 20 different random right keys and 20 different random data samples for each value of $N$, providing a sample of 400 values of the advantage. The 5th percentile was used as an estimation of the advantage that's achieved with probability 0.95 .

Figures 3 and 4 contain our advantage predictions for the 22,23 and 24 round distinguishers as well as experiments for 6 and 8 rounds.

### 4.2 Improved key-recovery attacks on 26 and 27-round PRESENT

The first attack on PRESENT that we propose is based on set I of linear approximations. Since this set is only effective on up to 23 internal rounds and the attack will perform a key-recovery on the first two and last two rounds, the attack is effective on up to 27 rounds. In order to describe of these attacks more easily, we make use of the following properties of the bit permutation:


Fig. 5. The four groups of bits for the key-recovery on the first and last rounds.

Proposition 4. (Key-recovery on PRESENT) Let $\hat{x}$ be the state at the beginning of the second round of PRESENT. Given two fixed values of $i, j$ between 0 and 3, the four bits $\hat{x}_{48+4 i+j}, \hat{x}_{32+4 i+j}, \hat{x}_{16+4 i+j}$ and $\hat{x}_{4 i+j}$ can be obtained from the 16 bits of the plaintext $x_{16 j+15} \ldots x_{16 j}$, as well as the 16 bits of the first round subkey $\kappa_{16 j+15}^{0} \ldots \kappa_{16 j}^{0}$ and the 4 bits of the second round subkey $\kappa_{16 i+4 j+3}^{1} \kappa_{16 i+4 j+2}^{1} \kappa_{16 i+4 j+1}^{1} \kappa_{16 i+4 j}^{1}$.

Let $\tilde{y}$ be the state before the application of sBoxLayer in the $(r-1)$-th round of PRESENT. Given two fixed values of $i, j$ between 0 and 3, the four bits $\tilde{y}_{P(16 j+12+i)}, \tilde{y}_{P(16 j+8+i)}, \tilde{y}_{P(16 j+4+i)}$ and $\tilde{y}_{P(16 j+i)}$ can be obtained from the 16 bits of the ciphertext $y_{60+i}, y_{56+i}, \ldots, y_{4+i}, y_{i}$, as well as the 16 bits of the last round subkey $\kappa_{60+i}^{r}, \kappa_{56+i}^{r}, \ldots, \kappa_{4+i}^{r}, \kappa_{i}^{r}$ and the 4 bits of the previous round subkey $\kappa_{48+4 i+j}^{r-1} \kappa_{32+4 i+j}^{r-1} \kappa_{16+4 i+j}^{r-1} \kappa_{4 i+j}^{r-1}$.

With the help of the previous proposition, we can mount key-recovery attacks on up to 27 -round PRESENT-80 by extending approximation set I with two rounds of key-recovery at both the top and bottom of the cipher using our multiple linear cryptanalysis key-recovery algorithm. The parameters of the time complexity formula can be computed using proposition 4, and the details on the key schedule for 26 and 27 rounds can be found in figures 6 and 7. In particular

$$
\begin{align*}
& M_{1}=4, M_{2}=16,\left|k_{0}\right|=\left|k_{3}\right|=32,\left|k_{1}\right|=\left|k_{2}\right|=12 \\
& \left|k_{0}^{i}\right|=\left|k_{3}^{i}\right|=16,\left|k_{1}^{i}\right|=\left|k_{2}^{i}\right|=4 \text { for all } i  \tag{38}\\
& \left|k_{T}\right|=61 \text { for } 26 \text { rounds, }\left|k_{T}\right|=68 \text { for } 27 \text { rounds }
\end{align*}
$$

A simple lower bound on the cost of a PRESENT encryption $\rho_{E}$ is $2 \cdot 64 \cdot r+64$ binary operations (since each round requires at the very least adding the round subkey and writing each output bit for sBoxLayer). For 26 rounds, this is 3392 binary operations. On the other hand, $\rho_{A} \simeq 128, \rho_{M} \simeq 3 \cdot 64^{\log _{2}(3)} \simeq 2143$. This means that the time complexity of the analysis phase should be lower than $2^{65}$ full encryptions for 26 rounds and $2^{72}$ full encryptions for 27 rounds. The search phase time complexity depends on the available data and can be estimated


Fig. 6. Key-recovery on 26 -round PRESENT-80 using approximation set I. The keyschedule effect is also represented in the figure. In total there are 96 bits of the subkeys which need to be guessed, which have been indicated by a cross. However, they can all be deduced from the $\left|k_{T}\right|=61$ bits of key which have been highlighted in (dark) red. From these bits of key, all the bits in (light) green can be extracted, which includes all the necessary bits for the attack.


Fig. 7. Key-recovery on 27-round PRESENT-80 using approximation set I.
thanks to the graphs in figure 3. The complexities of both attacks are given in table 3. These attacks can be easily extended to the 128 -bit key variant.

### 4.3 Key-recovery attacks on 28-round PRESENT

Sets II and III can be extended by two rounds of key-recovery at both sides to construct attacks on up to 28 -round PRESENT. As set III has a larger capacity but requires an expensive key-recovery, we found that set II is best suited to attack PRESENT-80 and set III gives better results on PRESENT-128.

The parameters for an attack using approximation set II on PRESENT-80, with the key-schedule analysis represented in figure 8 are:

$$
\begin{align*}
& M_{1}=8, M_{2}=32,\left|k_{0}\right|=48,\left|k_{1}\right|=24,\left|k_{2}\right|=16,\left|k_{3}\right|=32 \\
& \left|k_{0}^{i}\right| \leq 32,\left|k_{1}^{i}\right| \leq 8,\left|k_{2}^{i}\right|=4,\left|k_{3}^{i}\right|=16 \text { for all } i,\left|k_{T}\right|=73 \tag{39}
\end{align*}
$$

This attack requires use of the Pruned Walsh Transform. There are 160 approximations for which the input and output masks have weight 1. For each of


Fig. 8. Key-recovery on 28-round PRESENT-80 using approximation set II.


Fig. 9. Key-recovery on 28 -round PRESENT-128 using approximation set III.
these approximations, computing the $2^{40}$ experimental correlations has cost ( $16+$ 16) $\cdot 2^{16+4+4+16}=2^{45}$ operations. For the remaining approximations, the cost should be $(32+16) 2^{32+8+4+16}=2^{65.58}$. However, all these approximations have an input S-box mask $A$ or $C$. A look at the key-recovery diagrams shows that at least 5 bits of $k_{0}^{i}$ can be deduced from $k_{1}^{i}$. By pruning the Walsh Transforms corresponding to the matrices $B^{k_{1}}$, the cost is reduced from $2^{37}$ to $2^{32.9}$ each. It also means that the memory requirement for each approximation is reduced by a factor of $2^{5}$. After this first pruning, the transforms associated with the last two rounds (or the matrices $C^{k_{2}}$ ) can be pruned by fixing the bits of $k_{3}$ which can be deduced from $k_{0}$ and $k_{1}$, reducing the complexity of each transform to $2^{16}$. This allows to keep the time complexity of the analysis phase below $2^{77}$ full PRESENT encryptions, and reduces the memory cost to $2^{51}$ registers.

For an attack using approximation set III on PRESENT-128, with the keyrecovery part represented in figure 9 we have:

$$
\begin{align*}
& M_{1}=16, M_{2}=96,\left|k_{0}\right|=48,\left|k_{1}\right|=36,\left|k_{2}\right|=36,\left|k_{3}\right|=48  \tag{40}\\
& \left|k_{0}^{i}\right| \leq 32,\left|k_{1}^{i}\right| \leq 8,\left|k_{2}^{i}\right| \leq 8,\left|k_{3}^{i}\right| \leq 32 \text { for all } i,\left|k_{T}\right|=114
\end{align*}
$$

This means that the time complexity of the analysis phase of the attack should be smaller than $2^{121}$. The memory is mainly devoted to the condensed correla-
tion tables corresponding to the largest value of $\left|k_{0}^{i}\right|+\left|k_{1}^{i}\right|+\left|k_{2}^{i}\right|+\left|k_{3}^{i}\right|$, that is, for approximations which require 80 bits of subkey to be guessed. Since the correlation of these approximations can be condensed into 18 tables, we conclude that the memory cost is $18 \cdot 2^{80} \simeq 2^{84.6}$ memory registers of 80 bits. The complexities of these attacks can be found in table 3 .

For the table we have considered that the full codebook is available, but it is possible to consider different trade-offs between the available data and the time complexity of the exhaustive search. For instance, in the case of PRESENT-128, if $N=2^{63.5}$ distinct plaintext-ciphertext pairs are available, the advantage is 2.8 bits. This translates into an attack with $2^{125.2}$ time complexity.

## 5 Conclusion

New general and efficient key-recovery algorithm. First and foremost, we have provided an efficient generalized key-recovery algorithm which applies to any number of rounds of a key-alternating cipher. We have also proposed two variants of this algorithm which allow to take key-schedule dependencies into account.

The new algorithm is not only capable of accelerating existing attacks, it is also sometimes possible to use more effective linear distinguishers than with previous algorithms. In the case of PRESENT, we chose approximations fitted to exploit the position of the key-recovery bits.

| 盘 |  |  | $x^{0^{0^{0^{+0}}}}$ |  | $\varphi^{\boldsymbol{O}^{\boldsymbol{v}^{\boldsymbol{V}}}}$ |  |  | $5^{\text {ation }}$ | $\omega^{\hat{c}^{\mathcal{c}^{c^{\delta_{0}}}}}$ | $5^{0^{v^{c^{\mathcal{C}}}}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 26 | 80 | 2 | 2295 (MD) | $2^{-55.38}$ | $2^{64.0}$ | KP | $2^{72.0}$ | $2^{32.0}$ | 0.95 | [16] |
|  | 80 | 2 | 2295 (MD) | $2^{-55.38}$ | $2^{63.8}$ | KP | $2^{72.0}$ | $2^{32.0}$ | 0.51 | $[16,9] \dagger$ |
|  | 80 | 4 | 135 | $2^{-55.47}$ | $2^{63.0}$ | KP | $2^{68.6}$ | $2^{48.0}$ | 0.95 | [12] * |
|  | 80 | 4 | 128 | $2^{-54.11}$ | $2^{61.1}$ | KP | $2^{68.2}$ | $2^{44.0}$ | 0.95 | Set I |
|  | 80 | 4 | 128 | $2^{-54.11}$ | $2^{60.8}$ | KP | $2^{71.8}$ | $2^{44.0}$ | 0.95 | Set I |
| 27 | 80 | 4 | 405 (MD) | $2^{-55.33}$ | $2^{64.0}$ | KP | $2^{74.0}$ | $2^{67.0}$ | 0.95 | [42] $\ddagger$ |
|  | 80 | 4 | 135 | $2^{-58.06}$ | $2^{63.8}$ | DKP | $2^{77.3}$ | $2^{48.0}$ | 0.95 | [12] * |
|  | 80 | 4 | 128 | $2^{-56.71}$ | $2^{63.4}$ | DKP | $2^{72.0}$ | $2^{44.0}$ | 0.95 | Set I |
| 28 | 80 | 4 | 296 | $2^{-57.80}$ | $2^{64.0}$ | DKP | $2^{77.4}$ | $2^{51.0}$ | 0.95 | Set II |
|  | 128 | 4 | 448 | $2^{-56.98}$ | $2^{64.0}$ | DKP | $2^{122}$ | $2^{84.6}$ | 0.95 | Set III |

$\dagger$ : [9] reevaluated the success probability of [16] with a more recent statistical model. $\ddagger$ : [42] effectively uses one fourth of the data, as well as an older statistical model.
*: The capacities differ from those of [12] ( $2^{-55.01}$ and $2^{-56.38}$ for 26 and 27 rounds) due to the different methods for its estimation. Furthermore, here we consider just the signal component, while [12] also includes noise (second term in equation 46).
Table 3. Comparison of linear attacks on PRESENT. DKP: Distinct known plaintexts.

We expect that, in the future, this algorithm will not only represent a new cryptanalysis tool, but will also allow to easily and accurately evaluate the security margin of new primitives with respect to linear attacks.

Best attacks on PRESENT. Thanks to our algorithms, we have been able to provide the best known attacks on reduced round PRESENT, which in particular reach 28 rounds, while the best previous ones only reached up to 27 . We believe it would be very hard to extend this attack further without any new ideas, and PRESENT still seems secure with 3 (instead of 4) rounds of security margin.

## Open problems.

- It would be interesting to implement semi-automatic tools to find the keyrecovery complexity for a given set of approximations. Or, even further, one which finds an optimal set of approximations in terms of linear capacity and cost of key-recovery. The first seems feasible, but the second seems harder. It would be very interesting to find some results in this direction.
- Better linear attacks on other primitives, like NOEKEON, TRIFLE-BC, Simon,...
- Future applications to other cryptanalysis families: in [10] an equivalent to the algorithm from [18] was applied to zero-correlation attacks, and in [40] the same was done regarding integral attacks. It might be possible to extend and generalize these algorithms as we did with linear key-recovery.
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## A Key-schedule of PRESENT

```
Algorithm 4: Key-schedule of PRESENT-80
    Input: A master key \(K\) of 80 bits, a number of rounds \(r\).
    Output: \(r+1\) round subkeys \(K_{i}\) of 64 bits.
    \(\kappa_{63}^{0} \ldots \kappa_{0}^{0} \longleftarrow \kappa_{79} \ldots \kappa_{16} ; \quad / /\) Extract first round subkey
    for \(i \leftarrow 1\) to \(r\) do
        \(\kappa_{79} \ldots \kappa_{0} \longleftarrow \kappa_{18} \ldots \kappa_{19} ; \quad / /\) Rotate 19 bits to the right
        \(\kappa_{79} \kappa_{78} \kappa_{77} \kappa_{76} \longleftarrow S\left(\kappa_{79} \kappa_{78} \kappa_{77} \kappa_{76}\right) ; \quad / / S\) on leftmost nibble
        \(\kappa_{19} \kappa_{18} \kappa_{17} \kappa_{16} \kappa_{15} \longleftarrow \kappa_{19} \kappa_{18} \kappa_{17} \kappa_{16} \kappa_{15} \oplus i ; \quad / /\) Add round counter
        \(\kappa_{63}^{i} \ldots \kappa_{0}^{i} \longleftarrow \kappa_{79} \ldots \kappa_{16} ; \quad / /\) Extract round subkey
    end
    return \(\left\{K_{i}\right\}_{i=0}^{r}\);
```

```
Algorithm 5: Key-schedule of PRESENT-128
    Input: A master key \(K\) of 128 bits, a number of rounds \(r\).
    Output: \(r+1\) round subkeys \(K_{i}\) of 64 bits.
    \(\kappa_{63}^{0} \ldots \kappa_{0}^{0} \longleftarrow \kappa_{127} \ldots \kappa_{64} ; \quad / /\) Extract the first round subkey
    for \(i \leftarrow 1\) to \(r\) do
        \(\kappa_{127} \ldots \kappa_{0} \longleftarrow \kappa_{66} \ldots \kappa_{67} ; \quad / /\) Rotate 61 bits to the left
        \(\kappa_{127} \kappa_{126} \kappa_{125} \kappa_{124} \longleftarrow S\left(\kappa_{127} \kappa_{126} \kappa_{125} \kappa_{124}\right) ;\)
        \(\kappa_{123} \kappa_{122} \kappa_{121} \kappa_{120} \longleftarrow S\left(\kappa_{123} \kappa_{122} \kappa_{121} \kappa_{120}\right) ; \quad / / S\) on 2 nibbles
        \(\kappa_{66} \kappa_{65} \kappa_{64} \kappa_{63} \kappa_{62} \longleftarrow \kappa_{66} \kappa_{65} \kappa_{64} \kappa_{63} \kappa_{62} \oplus i ; \quad / /\) Add round counter
        \(\kappa_{63}^{i} \ldots \kappa_{0}^{i} \longleftarrow \kappa_{127} \ldots \kappa_{64} ; \quad / /\) Extract \(i\)-th round subkey
    end
    return \(\left\{K_{i}\right\}_{i=0}^{r}\);
```


## B The (Pruned) Fast Walsh Transform

This appendix discusses the Fast Walsh Transform and how its pruned version can be computed efficiently in some cases. Other results on the Walsh-Hadamard matrices are covered by [41], while our pruning approach to the Walsh Transform is inspired by the treatment of the Fast Fourier Transform that was done in [29].

Definition 1. The recursively-defined matrices
$H_{1}=(1), \quad H_{2}=\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right), \quad H_{2^{m}}=\left((-1)^{i \cdot j}\right)_{0 \leq i, j<2^{m}}=H_{2} \otimes H_{2^{m-1}} \in \mathbb{Z}^{2^{m} \times 2^{m}}$
(where • denotes the inner product of binary vectors) are called HadamardSylvester matrices. Given a vector $\boldsymbol{x} \in \mathbb{Z}^{2^{m}}$, we define its Walsh or WalshHadamard Transform as the product $\mathcal{W}(\boldsymbol{x})=H_{2^{m}} \boldsymbol{x}$ :

$$
\begin{equation*}
\mathcal{W}(\boldsymbol{x})_{i}=\sum_{j=0}^{2^{m}-1}(-1)^{i \cdot j} x_{j} \tag{42}
\end{equation*}
$$




Fig. 10. Two different ways of computing the Pruned Walsh Transform of size $2^{4}=16$ when the leftmost bit of the output coordinates is set to zero and the second rightmost bit is set to one. The algorithm on the left requires 36 integer operations while the one on the right only requires 20 .

If the absolute values of the coordinates of $x$ are bound by the constant $M$, then the coordinates of its Walsh Transform are bound by $2^{m} M$.

The Walsh Transform of a vector can be computed efficiently using the result:
Proposition 5. Given any $\pi \in S_{m}$, the matrix $H_{2^{m}}$ can be decomposed as:

$$
\begin{equation*}
H_{2^{m}}=\prod_{k=1}^{m}\left(I_{2^{m-\pi(k)+1}} \otimes H_{2} \otimes I_{2^{\pi(k)}}\right) \tag{43}
\end{equation*}
$$

Proof. This matrix equality is derived from the mixed product property:

$$
H_{2^{m}}=\bigotimes_{k=1}^{m} H_{2}=\bigotimes_{k=1}^{m}\left(I_{2}^{m-\pi(k)+1} H_{2} I_{2}^{\pi(k)}\right)=\prod_{k=1}^{m}\left(I_{2^{m-\pi(k)+1}} \otimes H_{2} \otimes I_{2^{\pi(k)}}\right)
$$

The product of a vector by the matrix $H_{2^{m}}^{k}=I_{2^{m-k+1}} \otimes H_{2} \otimes I_{2^{k}}$ can be computed with $2^{m}$ operations. This is represented graphically by $2^{m-1}$ "butterflies" (a denomination is borrowed from the literature on the FFT) which apply the matrix $H_{2}$ on pairs of coordinates.

The Walsh Transform of any vector is thus computable with $m 2^{m}$ additions/substractions. Since we can choose any permutation of the indices $k$, there are $m!$ different ways of doing this. There are two examples in figure 10 .

A pruned Fast Walsh Transform is any algorithm which aims to efficiently compute a subset of coordinates of $\mathcal{W}(\mathrm{x})$. Here we will consider the strict case in which $n$ binary digits of the output indices are fixed. An approach to pruning the Fast Walsh Transform is working back from the desired outputs and only performing the operations which are strictly necessary. Since the number of required operations depends on the ordering of the matrices of the transform, we want to know which is the optimal ordering.

Proposition 6. The Pruned Walsh Transform of a vector of length $2^{m}$ with $n$ fixed output index bits can be computed with the following number of operations:

$$
\begin{equation*}
2^{m}+(m-n-1) 2^{m-n} \tag{44}
\end{equation*}
$$

Proof. The number of operations in each stage increases from the last stage of the transform to the first. This suggests that the last stages should be those which require the same number of inputs as they do outputs. There are $m-n$ such stages: those corresponding to the matrices $H_{2^{m}}^{k}$ where $k$ is one of the bits whose values are not fixed. This is true because the output $y_{i 2^{k}+j}$ must be computed iff so must $y_{i 2^{k}+2^{k-1}+j}$. These stages have a cost $(m-n) 2^{m-n}$.
The other $n$ stages, which should be performed at the beginning, succesively double the number of operations from $2^{m-n}$ to $2^{m}$. This means that the total cost of the optimized pruned FWT is

$$
(m-n) 2^{m-n}+\sum_{i=m-n+1}^{m} 2^{i-1}=(m-n) 2^{m-n}+2^{m}-2^{m-n}=2^{m}+(m-n-1) 2^{m-n}
$$

An analysis of the computational cost formula shows that, as $n$ increases, the second term decreases and the cost quickly approaches $2^{m}$ (instead of $m 2^{m}$ ).

## C Estimates of the distribution of the multiple linear cryptanalysis statistic

In a multiple linear attack using $M$ linear approximations and $N$ available plaintexts, the right-key statistic $Q_{k}$ approximately follows a normal distribution:

$$
\begin{align*}
& Q_{k} \sim \mathcal{N}\left(\mu_{R}, \sigma_{R}\right), \text { where } \\
& \qquad\left\{\begin{array}{l}
\mu_{R}=\operatorname{Exp}_{\mathcal{D}, K}\left(Q_{k}\right)=B M+N \operatorname{Exp}_{K}(C(K)) \\
\sigma_{R}^{2}=\operatorname{Var}_{\mathcal{D}, K}\left(Q_{k}\right)=2 B^{2} M+4 B N E x p_{K}(C(K))+N^{2} \operatorname{Var}_{K}(C(K))
\end{array}\right. \\
& B= \begin{cases}1 & \text { if repeated plaintexts are allowed } \\
\frac{2^{n}-N}{2^{n}-1} & \text { for distinct known plaintexts }\end{cases}
\end{align*}
$$

The moments of $C(K)$ can be estimated using a set $\mathcal{S}$ of significant linear trails:

$$
\begin{align*}
& \operatorname{Exp}_{K}(C(K)) \simeq \sum_{i=1}^{M} \sum_{\gamma \in \mathcal{S}}\left(c\left(\alpha_{i}, \beta_{i}, \gamma\right)\right)^{2}+M 2^{-n}  \tag{46}\\
& \operatorname{Var}_{K}(C(K)) \simeq 2 \sum_{i=1}^{M}\left(\sum_{\gamma \in \mathcal{S}}\left(c\left(\alpha_{i}, \beta_{i}, \gamma\right)\right)^{2}+2^{-n}\right)^{2} \tag{47}
\end{align*}
$$

Meanwhile, if the key guess $\tilde{k} \neq k$ is different from the right one, a multiple of the wrong key statistic follows a $\chi^{2}$ distribution with $M$ degrees of freedom:

$$
\frac{1}{B+N 2^{-n}} Q_{\tilde{k}} \sim \chi_{M}^{2}, \text { so }\left\{\begin{array}{l}
\mu_{W}=\operatorname{Exp}_{\mathcal{D}, K}\left(Q_{\tilde{k}}\right)=B M+N M 2^{-n}  \tag{48}\\
\sigma_{W}^{2}=\operatorname{Var}_{\mathcal{D}, K}\left(Q_{\tilde{k}}\right)=2 M\left(B+N 2^{-n}\right)^{2}
\end{array}\right.
$$

