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Abstract. We construct the first decentralized multi-authority attribute-
based encryption (𝖬𝖠-𝖠𝖡𝖤) scheme for a non-trivial class of access poli-
cies whose security is based (in the random oracle model) solely on the
Learning With Errors (LWE) assumption. The supported access poli-
cies are ones described by 𝖣𝖭𝖥 formulas. All previous constructions of
𝖬𝖠-𝖠𝖡𝖤 schemes supporting any non-trivial class of access policies were
proven secure (in the random oracle model) assuming various assump-
tions on bilinear maps.
In our system, any party can become an authority and there is no re-
quirement for any global coordination other than the creation of an initial
set of common reference parameters. A party can simply act as a stan-
dard ABE authority by creating a public key and issuing private keys to
different users that reflect their attributes. A user can encrypt data in
terms of any 𝖣𝖭𝖥 formulas over attributes issued from any chosen set of
authorities. Finally, our system does not require any central authority.
In terms of efficiency, when instantiating the scheme with a global bound
𝑠 on the size of access policies, the sizes of public keys, secret keys, and
ciphertexts, all grow with 𝑠.
Technically, we develop new tools for building ciphertext-policy ABE
(𝖢𝖯-𝖠𝖡𝖤) schemes using LWE. Along the way, we construct the first
provably secure 𝖢𝖯-𝖠𝖡𝖤 scheme supporting access policies in 𝖭𝖢1 un-
der the LWE assumption that avoids the generic universal-circuit-based
key-policy to ciphertext-policy transformation. In particular, our con-
struction relies on linear secret sharing schemes with new properties and
in some sense is more similar to 𝖢𝖯-𝖠𝖡𝖤 schemes that rely on bilinear
maps. While our 𝖢𝖯-𝖠𝖡𝖤 construction is not more efficient than existing
ones, it is conceptually intriguing and further we show how to extend it
to get the 𝖬𝖠-𝖠𝖡𝖤 scheme described above.

1 Introduction

Attribute-based encryption (ABE) is a generalization of traditional public-key
encryption [26] that offers fine-grained access control over encrypted data based
on the credentials (or attributes) of the recipients. ABE comes in two avatars:
ciphertext-policy and key-policy. In a ciphertext-policy ABE (CP-ABE), as the



2 P. Datta, I. Komargodski, and B. Waters

name suggests, ciphertexts are associated with access policies and keys are asso-
ciated with attributes. In a key-policy ABE (KP-ABE), the roles of the attribute
sets and the access policies are swapped, i.e., ciphertexts are associated with
attributes and keys are associated with access policies. In both cases, decryption
is possible only when the attributes satisfy the access policy.

Since its inception by Sahai and Waters, and Goyal et al. [54, 37], ABE has
become a fundamental cryptographic primitive with a long list of potential ap-
plications. Therefore, designing ABE schemes has received tremendous attention
by the cryptographic community resulting in a long sequence of works achiev-
ing various trade-offs between expressiveness, efficiency, security, and underlying
assumptions [13,50,41,43,58,27,33,15,23,19,36,24,5, 40,56,11,31,8, 18,32].

Most of the aforementioned works base their security on cryptographic as-
sumptions related to bilinear maps. It is very natural to seek for constructions
based on other assumptions. First, this is important from a conceptual perspec-
tive as not only more constructions increase our confidence in the existence of
a scheme, but constructions using different assumptions often require new tech-
niques which in turn improves our understanding of the primitive. Second, this is
important in light of the known attacks on group-based constructions by quan-
tum computers [55]. Within this general goal, we currently have a handful of ABE
schemes (that go beyond Identity-Based Encryption) [4,16,33,15,34,19,5,56,18]
which avoid bilinear maps as their underlying building blocks.

All of these works derive their security from the hardness of the learning with
errors (LWE) problem, which is currently also believed to be hard against quan-
tum computers [47, 52, 29, 51, 46]. However, one striking fact is that all existing
LWE-based ABE schemes (mentioned above) are designed in the key-policy set-
ting. To date, the natural dual problem of constructing CP-ABE schemes based
on the LWE assumption is essentially completely open.

The only known way to realize an LWE-based CP-ABE scheme is to convert
either of the circuit-based KP-ABE schemes of [33,15,19] into a CP-ABE scheme
by using a universal circuit to represent an access policy as an attribute and an
attribute set as a circuit. However, this transformation will inherently result with
a CP-ABE for a restricted class of access policies and with parameters that are
far from ideal. Concretely, for any polynomials 𝑠, 𝑑 in the security parameter, it
allows to construct a CP-ABE for access policies with circuits of size 𝑠 and depth
𝑑. Moreover, the size of a ciphertext generated with respect to some access policy
𝑓 will be |𝑓 | · poly(𝜆, 𝑠, 𝑑) (no matter what KP-ABE we start off with). That is,
even if an 𝑓 being encrypted has a very small circuit, the CP-ABE ciphertext
would scale with the worst-case bounds 𝑠, 𝑑.
Open Problem 1: Improve (even modestly) upon the universal-circuit based
CP-ABE construction described above while assuming only LWE.

There have been few recent exciting attempts towards this problem [18, 8,
6, 7]. The works of [18, 8, 6] attempt go all the way and construct a succinct
CP-ABE, where there is no global size bound 𝑠 and ciphertexts and keys are of
size independent of 𝑠. The works [8,6], rely on LWE as well as on bilinear groups
(either generic [8] or a particular knowledge assumption [6]). The work [18] lacks
a security proof. Most recently, [7] constructed a CP-ABE scheme based on LWE
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that still requires a universal circuit size bound but the sizes of ciphertexts and
keys are independent of it.

Multi-Authority Attribute-Based Encryption: In an ABE scheme, keys
can only be generated and issued by a central authority. A natural exten-
sion of this notion, introduced by Chase [21] and termed multi-authority ABE
(MA-ABE), allows multiple parties to play the role of an authority. In an MA-ABE,
there are multiple authorities which control different attributes and each of them
can issue secret keys to users possessing attributes under their control without
any interaction with the other authorities in the system. Specifically, given a
ciphertext generated with respect to some access policy, a user possessing a set
of attributes satisfying the access policy can decrypt the ciphertext by pulling
the individual secret keys it obtained from the various authorities controlling
those attributes. The security requires collusion resistance against unauthorized
users with the important difference that now some of the attribute authorities
may be corrupted and therefore may collude with the adversarial users.

To date, there are only a few works which have dealt with the problem of
constructing MA-ABE schemes. After few initial attempts [21,44,48,49,22] that
had various limitations, Lewko and Waters [42] were able to design a truly de-
centralized MA-ABE scheme in which any party can become an authority and
there is no requirement for any global coordination other than the creation of
an initial trusted setup. In their scheme, a party can simply act as an author-
ity by publishing a public key of its own and issuing private keys to different
users that reflect their attributes. Different authorities need not even be aware
of each other and they can join the system at any point of time. There is also
no bound on the number of attribute authorities that can ever come into play
during the lifetime of the system. Their scheme supports access policies com-
putable by NC1 circuits and their security is proven in the random oracle model
and further relies on assumptions on bilinear groups (similarly to all previous
MA-ABE constructions). Rouselakis and Waters [53] provided further efficiency
improvements over [42], albeit they rely, in addition to a random oracle, on a
non-standard 𝑞-type assumption.

Open Problem 2: Is there a truly decentralized MA-ABE for some non-trivial
class of access policies assuming hardness of LWE (and in the random oracle
model)?

There has been few recent attempts at this problem as well [57, 39]. Both con-
structions [39, 57] assume a central authority which generates the public and
secret keys for all the attribute authorities in the system. Thus all authorities
that will ever exist in the system are forever fixed once setup is complete which
runs counter to the truly decentralized spirit of [42]. Additionally, both schemes
guarantee security only against a bounded collusion of parties. In fact, the scheme
of Kim [39] is built in a new model, called the “OT model”, which is incapable of
handling even bounded collusion.4 In this sense, both constructions suffer from

4 All previous multi-authority ABE schemes were designed in the so called global
identifier (𝖦𝖨𝖣) model where each user in the system is identified by a unique global
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related limitations to the early MA-ABE constructions [21,44,48,49,22] describe
above. The differences between the two constructions are that the scheme of
Wang et al. [57] supports NC1 access policies, while the scheme due to Kim [39]
support arbitrary bounded depth circuits.

1.1 Our Contributions

In this paper, we make progress with respect to Open Problem 2, stated above.
We construct a new MA-ABE scheme supporting an unbounded number of at-
tribute authorities for access policies captured by DNF formulas. Our scheme is
proven secure in the random oracle model and relies on the hardness of the LWE
problem.

Theorem 1.1 (Informal): There exist a decentralized MA-ABE scheme for ac-
cess policies captured by DNF formulas under the LWE assumption. Our scheme
is (statically) secure against an arbitrary collusion of parties in the random
oracle model and assuming the LWE assumption with subexponential modulus-
to-noise ratio.

Similarly to [42,53], in our MA-ABE scheme, any party can become an authority
at any point of time and there is no bound on the number of attribute authorities
that can join the system or need for any global coordination other than the
creation of an initial set of common reference parameters created during a trusted
setup. We prove the security of our MA-ABE scheme in the static security model
introduced by Rouselakis and Waters [53] where all of the ciphertexts, secret
keys, and corruption queries must be issued by the adversary before the public
key of any attribute authority is published.

Towards obtaining Theorem 1.1, we make conceptual contribution towards
Open Problem 1. We present the first provably secure direct CP-ABE construc-
tion which avoids the generic universal-circuit-based key-policy to ciphertext-
policy transformation. In particular, our approach deviates from all previous
LWE-based expressive ABE constructions [33,15,34,19,5,56,18] that are in turn
based on techniques inspired by fully homomorphic encryption [30,28]. In con-
trast, our CP-ABE is based on useful properties of linear secret sharing schemes
and can be viewed as the LWE analog of the CP-ABE scheme of Waters [58]
which relies on the decisional bilinear Diffie-Hellman assumption.

identity string 𝖦𝖨𝖣 ∈ {0, 1}*. The global identity of a user remains fixed for the entire
lifetime of the system and users have no freedom to choose their global identities. Kim
[39] introduced a drastically relaxed model, the so called “OT model”, where each user
can self-generate some key-request string and produce it to the attribute authorities
while requesting secret keys. To briefly see why this model fails to guarantee collusion
resistance, imagine that there are two users 𝐴 who has attribute 𝑢 and 𝐵 who has
attribute 𝑣. Suppose there is a ciphertext encrypting to the policy “𝑢 𝖠𝖭𝖣 𝑣”. User
𝐴 and 𝐵 can collude to decrypt it. Morally, the issue is that user 𝐴 can go with the
authority for attribute 𝑢 and produce a key with identity George. User 𝐵 can then
present the same identity to the authority for attribute 𝑣. Then they can combine
their keys.
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Theorem 1.2 (Informal): There exist a CP-ABE scheme supporting all access
policies in NC1. The scheme is selectively secure assuming the LWE assumption
with subexponential modulus-to-noise ratio.

Our CP-ABE scheme achieves the standard selective security where the adver-
sary must disclose its ciphertext query before the master public key is published
but is allowed to make secret key queries adaptively throughout the security
experiment. Again, Theorem 1.2 does not improve upon previously known con-
structions in any parameter. It is in fact worse in several senses: it only supports
NC1 access policies, its efficiency is worse, and it requires the LWE assumption
to hold with subexponential modulus-to-noise ratio. However, the new construc-
tion is interesting not only because we show how to generalize it to get the new
MA-ABE scheme from Theorem 1.1, but also because we introduce a conceptually
new approach and develop several interesting tools and proof techniques.

One highlight is that we distill a set of properties of linear secret sharing
schemes (LSSS) which makes them compatible with LWE-based constructions.
Specifically, we instantiate both of our CP-ABE and MA-ABE schemes with such
LSSS schemes. In the security model of CP-ABE we are able to construct such
a compatible LSSS for all NC1 while in the (much harder) security model of
MA-ABE we are only able to get such a scheme for DNFs. The properties are:

– Small reconstruction coefficients: The reconstruction coefficients of the
LSSS must be small, say {0, 1}. This property of LSSS secret sharing schemes
was recently formally defined by [14]. They observed that a well-known con-
struction by Lewko and Waters [42] actually results with an LSSS with this
property for all access structures in NC1.

– Linear independence for unauthorized rows: This property says that
rows of the share generating matrix that correspond to an unauthorized set
of parties are linearly independent. Agrawal et al. [1] recently observed that
the aforementioned construction by Lewko and Waters [42], when applied on
DNF access structures, results with a share generating matrix that has this
property as well.

Both of our constructions, the CP-ABE as well as the MA-ABE, are actually
designed to work with any access structure that has an LSSS with the above two
properties.

Theorem 1.3 (Informal): Consider a class of access policies ℙ that has an
associated LSSS with the above two properties. Then, there exists a CP-ABE and
an MA-ABE supporting access policies from the class ℙ. Both schemes are secure
assuming the LWE assumption with subexponential modulus-to-noise ratio and
the MA-ABE scheme also requires a random oracle.

To obtain Theorem 1.2 we design a new (non-monotone) LSSS for all NC1 that
has the above two properties. This is summarized in the following theorem.

Theorem 1.4 (Informal): There exists a non-monotone LSSS scheme for all
NC1 circuits satisfying the small reconstruction coefficients and linear indepen-
dence for unauthorized rows properties.
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By non-monotone, we mean that an attribute and its negation are treated
separately (both having corresponding shares) and it is implicitly assumed that
the attacker will never see shares corresponding to both the positive and the
negative instances of the same attribute. This can be enforced in case of CP-ABE
due to its centralized nature and this when combined with Theorem 1.3 implies
Theorem 1.2. However, in MA-ABE attackers can get hold of the master secret
key of any attribute authority and generate secret keys corresponding to both
the attribute under control and its negation, and so non-monotone LSSS does not
seem to suffice. We therefore settle for the (monotone) LSSS scheme for DNFs to
obtain Theorem 1.1 (see further discussion in Section 2.3 below and [25, Remark
6.1] in the full version).

Boyen’s [16] scheme: In TCC 2013 Boyen [16] suggested a lattice-based
KP-ABE scheme for NC1. While being conceptually similar to analogous con-
structions from the bilinear-maps LSSS-based schemes, soon after the publica-
tion a flaw was found and a recent work of Agrawal et al. [1] shows an explicit
attack. The attack of [1] is based on identifying a subset of attributes which cor-
respond to rows of the policy matrix that non-trivially span the 0 vector (i.e.,
linearly dependent rows). To rescue Boyen’s construction, Agrawal et al. [1] sug-
gest to use an LSSS which has the linear independence of unauthorized rows
property (they call it an admissible LSSS), however, they fail to obtain such
a scheme for any class larger than DNFs. Our non-monotone LSSS scheme for
NC1 (Theorem 1.4) can be used to resurrect the KP-ABE scheme of Boyen [16].
Although this does not imply any new result (as other constructions of KP-ABE
for all polynomial-size circuits have since been discovered [33,15,19]), we believe
that this is an important conceptual contribution.

Paper Organization: In Section 2 we provide a high-level overview of our
techniques. Prerequisites on lattices and LWE are provided in Section 3. In Sec-
tion 4 we give our construction of the new non-monotone LSSS for all NC1 with
the linear independence property. In Section 5 we give the construction of our
CP-ABE scheme and prove its correctness. The proof of security is provided
in the full version [25]. In Section 6 we give the construction of our MA-ABE
scheme. The proofs of correctness and security are again deferred to the full ver-
sion [25]. We further omit the formal syntax and security definitions of CP-ABE
and MA-ABE in this version. Those can be found in the full version [25].

2 Technical Overview
In this section we provide a high level overview of our main ideas and tech-
niques. In a very high level, our CP-ABE construction is composed of two main
conceptual ideas:
1. A linear non-monotone secret sharing scheme with small reconstruction co-

efficients and a linear independence guarantee: We design a new linear non-
monotone secret sharing scheme for all access structures that can be described
by a Boolean formula, namely NC1 access structures. The new secret sharing
scheme possesses two properties which turns out to be key for our correctness
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and security proof. The first property states that it is possible to reconstruct
a shared secret using only coefficients that come from {0, 1}. An LSSS with
this property is called {0, 1}-LSSS [14]. The second property, called the lin-
ear independence property, says that the shares held by any unauthorized
set, not only are independent of the secret, but are also linearly independent
among each other. We give an overview of the new construction in Section 2.1

2. An LWE-based direct construction of CP-ABE: We show how to leverage any
{0, 1}-LSSS with the above extra property to get a CP-ABE scheme. Concep-
tually, to some extent the construction can be viewed as a “translation” of
Waters’ [58, Section 6] construction of a CP-ABE scheme under the Decisional
Bilinear Diffie-Hellman (DBDH) Assumption into the LWE regime. However,
since we are basing the construction of the LWE assumption, the details and
implementation are completely different and much more involved. We will
give an overview of this part in Section 2.2.

Combining the two parts, we obtain a CP-ABE scheme for all NC1 assuming
the LWE assumption. The CP-ABE scheme we design is already amenable for
extension to the multi-authority setting. We briefly discuss the main idea in the
extension to MA-ABE in Section 2.3.

2.1 The New Linear Secret Sharing Scheme
Our goal is to construct a linear secret sharing scheme with {0, 1} reconstruction
coefficients where the shares of unauthorized parties are linearly independent.
Recall first that an access structure 𝑓 is a partition of the universe of possible
subsets of 𝑛 parties into two sets, one is called authorized and its complement is
called unauthorized. The partition is monotone in the sense that if some subset of
parties is unauthorized, one can make it authorized only by adding more parties
to it. A secret sharing scheme is a method by which it is possible to “split” a
given secret into “shares” and distributes them among parties so that authorized
subsets would be able to jointly recover the secret while others would not. Linear
secret sharing schemes (LSSS) [38] are a subset of all possible schemes where
there is an additional structural guarantee about the reconstruction procedure:
For an authorized subset of parties to reconstruct the secret, all that is needed
is to compute a linear function over its shares.

Every linear secret sharing scheme can be described by a share generating
matrix. This is a matrix 𝑴 ∈ ℤℓ×𝑑

𝑞 where each row is associated to some party.
A set of parties is qualified if and only if when we restrict 𝑴 to rows of this
set, we get a subspace that spans the vector (1, 0, . . . , 0). For a secret 𝑧 ∈ ℤ𝑞,
computing 𝑴 · 𝒗⊤, where 𝒗 ∈ ℤ𝑑

𝑞 is a vector whose first entry is 𝑧 and the
rest are uniformly random, gives a vector of ℓ shares of the secret 𝑧. Here, we
need a more specialized share generating matrix with an additional property.
Specifically, we need that for any unauthorized set of parties, restricting 𝑴 to
those rows, results with a set of linearly independent vectors. We construct such
a share generating matrix for access structure given as a Boolean formula.

To see the challenge, it is useful to recall the standard construction of a
share generating matrix for Boolean formulas, as adapted from the secret sharing
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scheme of [12] by Lewko and Waters [42, Appendix G]. Given a Boolean formula,
the share generating matrix is constructed by labeling the wires of the formula
from the root to the leaves. The labels of the leaves will form the rows of the
share generating matrix. We first label the root node of the tree with the vector
(1) (a vector of length 1). Then, we go down the levels of the tree one by one,
labeling each node with a vector determined by the vector assigned to its parent
node. Throughout the process, we maintain a global counter variable 𝑐 which is
initialized to 1. Consider a gate 𝑔 with output wire 𝑤 whose label is 𝒘 and two
input wires 𝑢, 𝑣 . If 𝑔 is an OR gate, we associate with 𝑢 the label 𝒖 = 𝒘 and
with 𝑣 the label 𝒗 = 𝒘 (and do not change 𝑐). If 𝑔 is an AND gate, we associate
with 𝑢 the label 𝒖 = 𝒘‖1 and associate with 𝑣 the label 𝒗 = 0‖ − 1, where 0
denoted a length 𝑐 vector of 0s. We now increment the value of 𝑐 by 1. Finally
all vectors are padded with 0s in the end to the length of the longest one.

Let us mention that this scheme already has several appealing properties.
First, the entries of the share generating matrix are from {−1, 0, 1}. Moreover,
it is already a {0, 1}-LSSS, namely, when reconstructing a secret using the shares
corresponding to an authorized set, the coefficients used are only from {0, 1}.
Nevertheless, a property that we need yet the above construction does not satisfy
is linear independence. Consider, for instance, the formula (𝐴 ∨ 𝐵) ∧ 𝐶. Here,
an adversary controlling 𝐴 and 𝐵 cannot recover the secret, yet the rows corre-
sponding to 𝐴 and 𝐵 in the share generating matrix are identical and thereby
linearly dependent. The more intuitive way to see the problem is that during the
reconstruction process, since we are dealing with an OR gate, we can choose to
continue “either from the left or from the right” and in both cases we will see the
same computation. Nevertheless, it is not hard to verify that when considering
only DNF formulas, this construction already results with linearly independent
rows for unqualified sets.

We next describe our new secret sharing scheme and argue that the rows
corresponding to any unauthorized set are linearly independent. We make our
task a little bit easier by allowing every wire in the formula have two associated
labels. (This is why our scheme is a non-monotone LSSS.) The first is for “sat-
isfying” the wire, i.e., the 1-label, and the other is for not satisfying it, i.e., the
0-label. (Whereas above we only had a label for satisfying the wire and hence it
is a monotone LSSS.) Our procedure is similar to the one above in the sense that
it also labels wires from the root to the leaves and the leaf labels form the rows
of the share generating matrix. Since we have two labels per wire, we first label
the root node of the tree with the vector (1,0) and (0,1). Our global counter 𝑐
is initialized to 2.

Consider a gate 𝑔 with output wire 𝑤 whose labels are 𝒘1,𝒘0, and two input
wires 𝑢, 𝑣 . We associate with 𝑢 the labels 𝒖1,𝒖0 and with 𝑣 the label 𝒗1,𝒗0. If
𝑔 is an AND gate, we set

𝒖1 = 0‖1, 𝒖0 = 𝒘0, 𝒗1 = 𝒘1‖ − 1, 𝒗0 = 𝒘0‖ − 1
If 𝑔 is an OR gate, we set

𝒖1 = 𝒘1, 𝒖0 = 0‖1, 𝒗1 = 𝒘1‖ − 1, 𝒗0 = 𝒘0‖ − 1
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We increment the value of 𝑐 by 1 and pad all vectors with 0s in the end to be of
size 𝑐.

Correctness and security of the construction (which can be proven by induc-
tion) say that for every wire in the formula, if it can be successfully satisfied,
then there is a linear combination to recover the 1-label of that wire but not the
0-label. Analogously, if it cannot be satisfied, then there is also a linear com-
bination to recover the 0-label of that wire but not the 1-label. Also, it is not
hard to verify that, as with the previous construction, the matrix contains only
values from {−1, 0, 1} and the reconstruction coefficients needed to recover the
secret for an authorized set are from {0, 1}.

For the new linear independent property, let us focus for now on a single gate
𝑔 and assume that it is an OR gate. Observe that 𝒘1 can only be reconstructed
using either 𝒖1 or using 𝒖0+𝒗1. As opposed to the “attack” we suggested before,
now to continue the computation in the reconstruction phase, there is only one
valid way, depending on the available shares. To see this more precisely, one
needs to consider the 4 possible cases: (1) 𝑢, 𝑣 are satisfied, (2) 𝑢 is satisfied
but 𝑣 is not, (3) 𝑢 is not satisfied but 𝑣 is, and (4) both 𝑢, 𝑣 are unsatisfied.
Checking each case separately one can get convinced that there is exactly one
way to compute the corresponding label of the output wire. An analogous case
analysis can be done also for the case where 𝑔 is an AND gate. This idea can
be generalized and formalized to show that the vectors held by an attacker who
controls an unauthorized must be linearly independent.

2.2 The 𝗖𝗣-𝗔𝗕𝗘 Scheme
Here we describe our CP-ABE scheme. This serves as a warm up for our full
MA-ABE scheme and includes most of the technical ideas. We discuss briefly the
additional technicalities that arise in the multi-authority setting in Section 2.3
below. Note that the problem of constructing CP-ABE schemes directly has tra-
ditionally been much more challenging compared to its KP-ABE counterpart. Let
us highlight two challenges:

– The first challenge is of course to prevent collusion attacks by users, that is,
to somehow “bind” the key components of a particular user corresponding to
the various attributes it possesses so that those key components cannot be
combined with the key components possessed by other users.

– The second and more serious challenge is (in the selective model) how to
embed a complex access policy in a short number of parameters.

In order to prove selective security, the standard strategy is to follow a “par-
titioning” technique where the reduction algorithm sets up the master public
key such that it knows all the secret keys that it needs to give out, yet it cannot
give out secret keys that can trivially decrypt the challenge ciphertext. In the
context of KP-ABE, the challenge ciphertext is associated with an attribute set
and therefore the public parameters for each attribute can be simply treated dif-
ferently depending whether it is in the challenge attribute set or not. In CP-ABE,
the situation is much more complicated as ciphertexts are associated with access
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policies which essentially encode a huge (maybe exponential size) set of autho-
rized subsets of attributes. Consequently, there is no simple “on or off” method
of programming this information into the master public key. While techniques
have eventually been developed to overcome this challenge in the bilinear map
world, devising the LWE analogs has remained elusive. One of the main tech-
nical contributions of our paper is a method for directly embedding an LSSS
access policy into the master public key within the LWE-based framework in our
reduction.

For concreteness, in what follows we assume that the LSSS access policy used
in our CP-ABE scheme was generated using our transformation described above.
Moreover, we assume that there is a public bound 𝑠max on the number of columns
in the matrix (which translates to a bound on the size of the Boolean formula
while using our Boolean formula LSSS transformations above). We further as-
sume that the row labeling function is injective, i.e., each attribute corresponds
to exactly one row. In the precise description of the scheme we use several dif-
ferent noise distributions with varying parameters. Some of them are used to
realize the standard noise smudging technique at various steps of the security
proof. In order to keep the exposition simple, we will ignore such noise smudging
and just use a single noise distribution, denoted noise. By default, vectors are
thought of as row vectors.

Setup: For each attribute 𝑢 in the system, sample 𝑨𝑢 ∈ ℤ𝑛×𝑚
𝑞 together a

trapdoor 𝑻𝑨𝑢 , and another uniformly random matrix 𝑯𝑢 ← ℤ𝑛×𝑚
𝑞 . Additionally

sample 𝒚 ← ℤ𝑛
𝑞 . Output

PK = (𝒚,{𝑨𝑢} ,{𝑯𝑢}), SK = {𝑻𝑨𝑢
}

Key Generation for attribute set 𝑼 : Let 𝒕 ← noise𝑚−1 and 𝒕 = (1, 𝒕) ∈
ℤ𝑚. This vector 𝒕 will intuitively serve as the linchpin that will tie together all
the secret key components of a specific user. For each attribute 𝑢 ∈ 𝑈 , using
𝑻𝑨𝑢

, sample a short vector �̃�𝑢 such that 𝑨𝑢�̃�
⊤
𝑢 = 𝑯𝑢𝒕

⊤ and output
SK = ({�̃�𝑢}, 𝒕)

Encryption of 𝗺𝘀𝗴 ∈ {0, 1} given matrix 𝑴 : Assume that 𝜌 is a func-
tion that maps between row indices of 𝑴 and attributes, that is, 𝜌(𝑖) is the
attribute associated with the 𝑖th row in 𝑴 . The procedure samples 𝒔← ℤ𝑛

𝑞 and
𝒗2, . . . ,𝒗𝑠max ← ℤ𝑚

𝑞 and computes
𝒄𝑖 = 𝒔𝑨𝜌(𝑖) + noise

𝒄𝑖 = 𝑀𝑖,1(𝒔𝒚
⊤,

𝑚−1⏞  ⏟  
0, . . . , 0) +

⎡⎣ ∑︁
𝑗∈{2,...,𝑠max}

𝑀𝑖,𝑗𝒗𝑗

⎤⎦− 𝒔𝑯𝜌(𝑖) + noise

and outputs the ciphertext
CT =

(︁
{𝒄𝑖}𝑖∈[ℓ] ,{𝒄𝑖}𝑖∈[ℓ] , 𝐶 = MSB(𝒔𝒚⊤)⊕msg

)︁
.

Decryption: Assume that the available attributes are qualified to decrypt.
Let 𝐼 be the set of row indices corresponding to the available attributes and let
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{𝑤𝑖}𝑖∈𝐼 ∈ {0, 1} ⊂ ℤ𝑞 be the reconstruction coefficients. For each 𝑖 ∈ 𝐼, let 𝜌(𝑖)
be the attribute associated with the 𝑖th row. The procedure computes

𝐾 ′ =
∑︁
𝑖∈𝐼

𝑤𝑖

(︁
𝒄𝑖�̃�
⊤
𝜌(𝑖) + 𝒄𝑖𝒕

⊤
)︁

and outputs
msg′ = 𝐶 ⊕MSB(𝐾 ′).

Correctness
Consider a ciphertext CT w.r.t some matrix 𝑴 and a key for a set of attributes
𝑈 that satisfies 𝑴 . By construction it is enough to show that MSB(𝐾 ′) =
MSB(𝒔𝒚⊤) with all but negligible probability. Here, for simplicity, we shall ignore
small noise-like terms. Expanding {𝒄𝑖}𝑖∈𝐼 and {𝒄𝑖}𝑖∈𝐼 , we get

𝐾 ′ ≈
∑︁
𝑖∈𝐼

𝑤𝑖𝒔𝑨𝜌(𝑖)�̃�
⊤
𝜌(𝑖) +

∑︁
𝑖∈𝐼

𝑤𝑖𝑀𝑖,1(𝒔𝒚
⊤, 0, . . . , 0)𝒕⊤

+
∑︁

𝑖∈𝐼,𝑗∈{2,...,𝑠max}

𝑤𝑖𝑀𝑖,𝑗𝒗𝑗𝒕
⊤ −

∑︁
𝑖∈𝐼

𝑤𝑖𝒔𝑯𝜌(𝑖)𝒕
⊤

First, observe that each 𝑤𝑖 ∈ {0, 1} since the reconstruction coefficients in our
secret sharing scheme are guaranteed to be Boolean.

Now, recall that for each 𝑢 ∈ 𝑈 , we have 𝑨𝑢�̃�
⊤
𝑢 = 𝑯𝑢𝒕

⊤. Therefore, for each
𝑖 ∈ 𝐼, it holds that

𝑨𝜌(𝑖)�̃�
⊤
𝜌(𝑖) = 𝑯𝜌(𝑖)𝒕

⊤.
Hence,

𝐾 ′ ≈
�������∑︁
𝑖∈𝐼

𝑤𝑖𝒔𝑯𝜌(𝑖)𝒕
⊤ +

∑︁
𝑖∈𝐼

𝑤𝑖𝑀𝑖,1(𝒔𝒚
⊤, 0, . . . , 0)𝒕⊤

+
∑︁

𝑖∈𝐼,𝑗∈{2,...,𝑠max}

𝑤𝑖𝑀𝑖,𝑗𝒗𝑗𝒕
⊤ −

�������∑︁
𝑖∈𝐼

𝑤𝑖𝒔𝑯𝜌(𝑖)𝒕
⊤

=
∑︁
𝑖∈𝐼

𝑤𝑖𝑀𝑖,1(𝒔𝒚
⊤, 0, . . . , 0)𝒕⊤ +

∑︁
𝑖∈𝐼,𝑗∈{2,...,𝑠max}

𝑤𝑖𝑀𝑖,𝑗𝒗𝑗𝒕
⊤

=

(︃∑︁
𝑖∈𝐼

𝑤𝑖𝑀𝑖,1

)︃
(𝒔𝒚⊤, 0, . . . , 0)𝒕⊤ +

∑︁
𝑗∈{2,...,𝑠max}

(︃∑︁
𝑖∈𝐼

𝑤𝑖𝑀𝑖,𝑗

)︃
𝒗𝑗𝒕
⊤.

Recall that we have
∑︀

𝑖∈𝐼 𝑤𝑖𝑀𝑖,1 = 1 while for 1 < 𝑗 ≤ 𝑠max, it holds that∑︀
𝑖∈𝐼 𝑤𝑖𝑀𝑖,𝑗 = 0. Also, recall that 𝒕 = (1, 𝒕), and hence, (𝒔𝒚⊤, 0, . . . , 0)𝒕⊤ =

𝒔𝒚⊤. Thus,
𝐾 ′ ≈ 𝒔𝒚⊤.

By choosing the noise magnitude carefully, we can make sure that MSB(𝐾 ′) =
MSB(𝒔𝒚⊤), except with negligible probability.

Security
As mentioned, we prove that our scheme is selectively secure, namely, we require
the challenge LSSS policy (𝑴 , 𝜌) to be submitted by the adversary ahead of time
before seeing the public parameters. The proof is obtained by a hybrid argument
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where we start off with the security game played with the real scheme as the
first hybrid and end up with a hybrid where the game is played with a scheme
where the challenge ciphertext is independent of the underlying message.

In more detail, in the last hybrid we want to get rid of the secret 𝒔. Recall
that 𝒔 appears in two places: (1) 𝒄𝑖 and (2) 𝒄𝑖. Intuitively, the term 𝒄𝑖 looks
like an LWE sample and indeed our goal is to use LWE to argue that 𝒔 is hidden
there. The challenge is that to use LWE we need to get rid of the trapdoor 𝑻𝑨𝑢

of 𝑨𝑢 which is used in the key generation procedure to sample �̃�𝑢. For 𝒄𝑖, our
high level approach is to program 𝑯𝑢 in such a way that it will cancel the terms
that depend on 𝒔 in 𝒄𝑖. However, at the same time 𝑯𝑢 is used in the sampling
procedure of �̃�𝑢 as well, and so (1) and (2) are actually related and need to be
handled together.

We program 𝑯𝑢 as follows

𝑯𝑢 = 𝑀𝜌−1(𝑢),1

[︂
𝒚⊤|

𝑚−1⏞  ⏟  
0⊤| · · · |0⊤

]︂
+

∑︁
𝑗∈{2,...,𝑠max}

𝑀𝜌−1(𝑢),𝑗𝑩𝑗 +𝑨𝑢𝑹𝑢,

where 𝑹𝑢,𝑩2, . . . ,𝑩𝑠max
are matrices of the appropriate sizes and sampled from

some distributions which we shall skip for now. Here we crucially use the fact
that the row labeling function 𝜌 is injective to ensure that the above definition
of 𝑯𝑢 is unambiguous. One of the purposes of the 𝑹𝑢 matrices is to make sure
that the programmed 𝑯𝑢 is indistinguishable from the original 𝑯𝑢. We make
use of an extended version of the leftover hash lemma, we call the “leftover hash
lemma with trapdoors” (see Lemma 3.4 in the full version [25]), to guarantee this
indistinguishability. This programming allows us to embed the challenge access
policy into the master public key. Also notice that indeed the first term of 𝑯𝑢

cancels out the dependence on 𝒔 in 𝒄𝑖.

Let us go back to how the keys look like with this 𝑯𝑢. Recall that we chose
�̃�𝑢 such that 𝑨𝑢�̃�

⊤
𝑢 = 𝑯𝑢𝒕

⊤. Our goal is to sample �̃�𝑢 directly and not through
the trapdoor 𝑻𝑨𝑢

of 𝑨𝑢 so that we can eventually do away with 𝑻𝑨𝑢
. To this

end, we program 𝒕 so that 𝑯𝑢𝒕
⊤ is completely random. Note that once 𝑯𝑢𝒕

⊤

becomes random, we would be able to directly sample �̃�𝑢 via the properties of
lattice trapdoors. At a high level for this purpose, we use the 𝑩𝑗 matrices, which
we actually generate along with trapdoors. Observe that with our programming
of the 𝑯𝑢 matrices above, we have

𝑯𝑢𝒕
⊤ =𝑀𝜌−1(𝑢),1

[︂
𝒚⊤|

𝑚−1⏞  ⏟  
0⊤| · · · |0⊤

]︂
𝒕⊤ +

∑︁
𝑗∈{2,...,𝑠max}

𝑀𝜌−1(𝑢),𝑗𝑩𝑗𝒕
⊤

+𝑨𝑢𝑹𝑢𝒕
⊤.

Roughly, 𝑯𝑢𝒕
⊤ would become uniformly random if we can make the boxed

part above uniformly random. We plan to do this by first sampling some uni-
formly random vector 𝒛𝑢 and then solving for

{︀
𝑩𝑗𝒕

⊤}︀
𝑗∈{2,...,𝑠max}

such that∑︀
𝑗∈{2,...,𝑠max}𝑀𝜌−1(𝑢),𝑗

(︀
𝑩𝑗𝒕

⊤)︀ = 𝒛𝑢. Note that once we have a solution for the
above system of equations, we can use the trapdoor of the 𝑩𝑗 matrices to sample
an appropriate 𝒕 and our goal will be accomplished. It is for solving the above
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system of linear equations that we use the fact that the corresponding rows of 𝑴
are linearly independent and so the above system of linear equations is solvable.

2.3 The 𝗠𝗔-𝗔𝗕𝗘 Scheme
The MA-ABE scheme is a generalization of the above scheme and we avoid re-
peating the scheme here. Instead, let us go over our main ideas to overcome the
technical challenges that prevented getting a collusion resistant decentralized
MA-ABE scheme from LWE before this work. First, it is important to under-
stand that a main challenge in CP-ABE constructions is collusion resistance.
The standard technique to achieve collusion resistance in the literature is to tie
together the different key components representing the different attributes of a
user with the help of fresh randomness specific to that user. Such randomiza-
tion would make the different key components of a user compatible with each
other, but not with the parts of a key issued to another user. This is relatively
easy to implement in the single-authority setting since there is only one central
authority who is responsible to generate secret keys for users.

In a multi-authority, we want to satisfy the simultaneous goals of autonomous
key generation and collusion resistance. The requirement of autonomous key gen-
eration means that established techniques for key randomization cannot be ap-
plied since there is no one party to compile all the pieces together. Furthermore,
in a decentralized MA-ABE system each component may come from a different
authority, where such authorities have no coordination and are possibly not even
aware of each other. In order to overcome the above challenge, we aim to adapt
the high level design rationally of the previous bilinear-map-based decentralized
MA-ABE schemes [53,42] to not rely on one key generation call to tie all key com-
ponents together and instead use the output of a public hash function applied
on the user’s global identity, GID, as the randomness tying together multiple
key components issued by different authorities. However, this means that the
randomness responsible for tying together the different key components must be
publicly computable, that is, even known to the attacker. Unfortunately, all the
CP-ABE schemes realizable under LWE so far fail to satisfy this property.

Importantly, and deviating from previous approaches, we design our CP-ABE
scheme carefully so as to have this property. Observe that in our CP-ABE scheme
above, the vector 𝒕 is the one that is used to bind together different key com-
ponents. A main feature of our CP-ABE scheme is that this vector 𝒕 is actually
part of the output of the key generation procedure. In particular, as we show,
the system remains secure even when 𝒕 is public and known to the attacker.

The second challenge in making a CP-ABE scheme compatible for extension
to the decentralized multi-authority setting is modularity. Very roughly speak-
ing, the setup and key generation procedures should have the structure such
that it should be possible to view their operations as well as their outputs, that
is, the master public/secret key and the secret keys of the users as aggregates
of individual modules each of which relates to exactly one of the attributes
involved. This is important since in a decentralized MA-ABE system, authori-
ties/attributes should be able to join the system at any point of time without



14 P. Datta, I. Komargodski, and B. Waters

requiring any prior coordination with a central authority or a system reset and
there is no bound on the number of authorities/attributes that can ever come into
existence. Any CP-ABE scheme obtained from an underlying KP-ABE scheme via
the universal-circuit-based transformation inherently fails to achieve the above
modularity property roughly because in such a system, the master key and the
user keys all become associated with the descriptions of circuits rather than the
attributes directly. Hence it is not surprising that no prior CP-ABE scheme real-
izable under LWE achieves the above modularity feature. In contrast, we design
our CP-ABE scheme above in such a way that everything is modular and fits into
the decentralized multi-authority setting.

As is the design, the proof strategy for our MA-ABE scheme is also some-
what similar to the proof of the CP-ABE scheme. Although, since we are in
the multi-authority setting, notation and various technical details become much
more involved. For instance, the application of the linear independence property
becomes much more delicate. Ignoring notational differences, one additional step
we need to make for our proof to go through, is to somehow make the ciphertext
components corresponding to corrupted authorities independent of the secret.
This is because in our security model, we allow the adversary to generate the
master keys for the corrupted authorities. Hence the simulator cannot hope to
program any of the 𝑯𝑢 matrices corresponding to the corrupted authorities
and thereby cancel the secret present inside those ciphertext components as was
possible in the single-authority scheme above.

To solve this, we are inspired by a previous technique of Rouselakis and
Waters [53] in the bilinear map world for handling the same problem and we
adapt it for our setting. After applying the idea under their transformation
we reach a hybrid world which is more similar to the CP-ABE one where we
only need to deal with the ciphertext components corresponding to uncorrupted
authorities. As an additional contribution, en route to adapting their lemma to
our setting, we observe a non-trivial gap in their proof which we resolve (please
refer to [25, Section 4.3] for more details).

Lastly, let us explain why the new secret sharing scheme from Section 2.1
(see also Theorem 1.4) does not apply here. Since our LSSS from Section 2.1 is
non-monotone, the share generating matrix has rows for both the positive and
negative instances of an attribute. Now, in case of an MA-ABE for non-monotone
LSSS, an attacker which corrupts an authority can generate keys for both the
positive and negative instances of the attribute controlled by the authority and
thus can get hold of both the rows of the LSSS matrix associated with both
instances of that attribute. Unfortunately, in our LSSS, the linear independence
property only holds when the set of unauthorized rows of an LSSS matrix does
not include both the positive and negative instances of a particular attribute
simultaneously. (Note that this is not an issue for our CP-ABE scheme since
there is only one central authority which remains uncorrupted throughout the
system.) We currently do not know of any non-monotone LSSS which achieves
the linear independence property even when a set of unauthorized rows include
both instances of the same attribute. We therefore settle for an LSSS which only
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considers attributes in their positive form, that is, monotone LSSS, and still
satisfies the linear independence property for unauthorized rows. We use the
direct construction of Lewko and Waters [42] which was recently observed by
Agrawal et al. [1] to satisfy the linear independence property for unauthorized
rows when implemented for the class of DNF formulas.

3 Preliminaries

3.1 Notations
Throughout this paper we will denote the underlying security parameter by 𝜆.
A function negl : ℕ → ℝ is negligible if it is asymptotically smaller than any
inverse-polynomial function, namely, for every constant 𝑐 > 0 there exists an
integer 𝑁𝑐 such that negl(𝜆) ≤ 𝜆−𝑐 for all 𝜆 > 𝑁𝑐. We let [𝑛] = {1, . . . , 𝑛}.

Let PPT stand for probabilistic polynomial-time. For a distribution 𝒳 , we
write 𝑥 ← 𝒳 to denote that 𝑥 is sampled at random according to distribution
𝒳 . For a set 𝑋, we write 𝑥 ← 𝑋 to denote that 𝑥 is sampled according to the
uniform distribution over the elements of 𝑋. We use bold lower case letters, such
as 𝒗, to denote vectors and upper-case, such as 𝑴 , for matrices. We assume all
vectors, by default, are row vectors. The 𝑗th row of a matrix is denoted 𝑴𝑗 and
analogously for a set of row indices 𝐽 , we denote 𝑴𝐽 for the submatrix of 𝑴
that consists of the rows 𝑴𝑗 for all 𝑗 ∈ 𝐽 . For a vector 𝒗, we let ‖𝒗‖ denote its
ℓ2 norm and ‖𝒗‖∞ denote its ℓ∞ norm.

For an integer 𝑞 ≥ 2, we let ℤ𝑞 denote the ring of integers modulo 𝑞. We
represent ℤ𝑞 as integers in the range (−𝑞/2, 𝑞/2].

Indistinguishability: Two sequences of random variables 𝒳 = {𝒳𝜆}𝜆∈ℕ and
𝒴 = {𝒴𝜆}𝜆∈ℕ are computationally indistinguishable if for any non-uniform PPT
algorithm 𝒜 there exists a negligible function negl(·) such that |Pr[𝒜(1𝜆,𝒳𝜆) =
1]− Pr[𝒜(1𝜆,𝒴𝜆) = 1]| ≤ negl(𝜆) for all 𝜆 ∈ ℕ.

For two distributions 𝒟 and 𝒟′ over a discrete domain 𝛺, the statistical
distance between𝒟 and𝒟′ is defined as SD(𝒟,𝒟′) = (1/2)·

∑︀
𝜔∈𝛺 |𝒟(𝜔)−𝒟′(𝜔)|.

A family of distributions 𝒟 = {𝒟𝜆}𝜆∈ℕ and 𝒟′ = {𝒟′𝜆}𝜆∈ℕ, parameterized by
security parameter 𝜆, are said to be statistically indistinguishable if there is a
negligible function negl(·) such that SD(𝒟𝜆,𝒟′𝜆) ≤ negl(𝜆) for all 𝜆 ∈ ℕ.

Smudging: The following lemma says that adding large noise “smudges out”
any small values. This lemma was originally proven in [10, Lemma 2.1] and we
use a paraphrased version from [35, Lemma 2.1]. Let us first define the notion
of a 𝐵-bounded distribution.

Definition 3.1 (𝑩-Bounded): For a family of distributions 𝒟 = {𝒟𝜆}𝜆∈ℕ
over the integers and a bound 𝐵 = 𝐵(𝜆) > 0, we say that 𝒟 is 𝐵-bounded if for
every 𝜆 ∈ ℕ it holds that Pr𝑥←𝒟𝜆

[|𝑥| ≤ 𝐵(𝜆)] = 1.

Lemma 3.1 (Smudging Lemma): Let 𝐵1 = 𝐵1(𝜆) and 𝐵2 = 𝐵2(𝜆) be posi-
tive and let 𝒟 = {𝒟𝜆}𝜆 be a 𝐵1-bounded distribution family. Let 𝒰 = {𝒰𝜆}𝜆 be
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the uniform distribution over [−𝐵2(𝜆), 𝐵2(𝜆)]. The family of distributions 𝒟+𝒰
and 𝒰 are statistically indistinguishable if there exists a negligible function negl(·)
such that for all 𝜆 ∈ ℕ it holds that 𝐵1(𝜆)/𝐵2(𝜆) ≤ negl(𝜆).

Leftover hash lemma: We recall the well known leftover hash lemma, stated
in a convenient form for our needs (e.g., [52, 2]).

Lemma 3.2 (Leftover Hash Lemma): Let 𝑛 : ℕ→ ℕ, 𝑞 : ℕ→ ℕ, 𝑚 > (𝑛+
1) log 𝑞 + 𝜔(log 𝑛), and 𝑘 = 𝑘(𝑛) be some polynomial. Then, the following two
distributions are statistically indistinguishable:

𝒟1 ≡
{︁
(𝑨,𝑨𝑹) | 𝑨← ℤ𝑛×𝑚

𝑞 ,𝑹←{−1, 1}𝑚×𝑘
}︁
,

𝒟2 ≡
{︀
(𝑨,𝑺) | 𝑨← ℤ𝑛×𝑚

𝑞 ,𝑺 ← ℤ𝑛×𝑘
𝑞

}︀
.

3.2 Lattice and LWE Preliminaries

Here, we provide necessary background on lattices, the LWE assumption, and
various useful tools that we use.

Lattices: An 𝑚-dimensional lattice ℒ is a discrete additive subgroup of ℝ𝑚.
Given positive integers 𝑛,𝑚, 𝑞 and a matrix 𝑨 ∈ ℤ𝑛×𝑚

𝑞 , we let 𝜆⊥𝑞 (𝑨) denote
the lattice {𝒙 ∈ ℤ𝑚 | 𝑨𝒙⊤ = 0⊤ mod 𝑞}. For 𝒖 ∈ ℤ𝑛

𝑞 , we let 𝜆𝒖
𝑞 (𝑨) denote the

coset {𝒙 ∈ ℤ𝑚 | 𝑨𝒙⊤ = 𝒖⊤ mod 𝑞}.

Discrete Gaussians: Let 𝜎 be any positive real number. The Gaussian dis-
tribution 𝒟𝜎 with parameter 𝜎 is defined by the probability distribution func-
tion 𝜌𝜎(𝒙) = exp(−𝜋‖𝑥‖2/𝜎2). For any discrete set ℒ ⊆ ℝ𝑚, define 𝜌𝜎(ℒ) =∑︀

𝒙∈ℒ 𝜌𝜎(𝒙). The discrete Gaussian distribution 𝒟ℒ,𝜎 over ℒ with parameter 𝜎
is defined by the probability distribution function 𝜌ℒ,𝜎(𝒙) = 𝜌𝜎(𝒙)/𝜌𝜎(ℒ).

The following lemma (e.g., [47, Lemma 4.4]) shows that if the parameter 𝜎
of a discrete Gaussian distribution is small, then any vector drawn from this
distribution will be short (with high probability).

Lemma 3.3: Let 𝑚,𝑛, 𝑞 be positive integers with 𝑚 > 𝑛, 𝑞 > 2. Let 𝑨 ∈ ℤ𝑛×𝑚
𝑞

be a matrix of dimensions 𝑛 ×𝑚, 𝜎 = �̃�(𝑛), and ℒ = 𝜆⊥𝑞 (𝑨). Then, there is a
negligible function negl(·) such that

Pr
𝒙←𝒟ℒ,𝜎

[︀
‖𝒙‖ >

√
𝑚𝜎
]︀
≤ negl(𝑛),

where ‖𝒙‖ denotes the ℓ2 norm of 𝒙.

Truncated Discrete Gaussians: The truncated discrete Gaussian distribu-
tion over ℤ𝑚 with parameter 𝜎, denoted by ̃︀𝒟ℤ𝑚,𝜎, is the same as the dis-
crete Gaussian distribution 𝒟ℤ𝑚,𝜎 except that it outputs 0 whenever the ℓ∞
norm exceeds

√
𝑚𝜎. Note that, by definition, ̃︀𝒟ℤ𝑚,𝜎 is

√
𝑚𝜎-bounded. Also, by

Lemma 3.3 we get that ̃︀𝒟ℤ𝑚,𝜎 and 𝒟ℤ𝑚,𝜎 are statistically indistinguishable.
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3.2.1 Lattice Trapdoors

Lattices with trapdoors are lattices that are indistinguishable from randomly
chosen lattices, but have certain “trapdoors” that allow efficient solutions to
hard lattice problems. A trapdoor lattice sampler [9, 29, 45], denoted LT =
(TrapGen,SamplePre), consists of two algorithms with the following syntax and
properties:

– TrapGen(1𝑛, 1𝑚, 𝑞) ↦→ (𝑨, 𝑇𝑨): The lattice generation algorithm is a random-
ized algorithm that takes as input the matrix dimensions 𝑛, 𝑚, modulus 𝑞,
and outputs a matrix 𝑨 ∈ ℤ𝑛×𝑚

𝑞 together with a trapdoor 𝑇𝑨.

– SamplePre(𝑨, 𝑇𝑨, 𝜎,𝒖) ↦→ 𝒔: The presampling algorithm takes as input a
matrix 𝑨, trapdoor 𝑇𝑨, a vector 𝒖 ∈ ℤ𝑛

𝑞 , and a parameter 𝜎 ∈ ℝ (which
determines the length of the output vectors). It outputs a vector 𝒔 ∈ ℤ𝑚

𝑞

such that 𝑨 · 𝒔⊤ = 𝒖⊤ and ‖𝒔‖ ≤
√
𝑚 · 𝜎.

Well-sampledness: Following Goyal et al. [35], we further require that the
aforementioned sampling procedures output well-sampled elements. That is, the
matrix outputted by TrapGen looks like a uniformly random matrix, and the
preimage outputted by SamplePre with a uniformly random vector/matrix is
indistinguishable from a vector/matrix with entries drawn from an appropriate
Gaussian distribution. These two properties are summarized next.

Definition 3.2 (Well-Sampledness of Matrix): Fix any function 𝑞 : ℕ →
ℕ. The procedure TrapGen is said to satisfy the 𝑞-well-sampledness of matrix
property if for any PPT adversary 𝒜, there exists a negligible function negl(·)
such that for all 𝜆 ∈ ℕ,

Advmatrix,𝑞
LT,𝒜 (𝜆) ≜

⃒⃒⃒
Pr
[︁
Expmatrix,𝑞

LT,𝒜 (𝜆) = 1
]︁
− 1/2

⃒⃒⃒
≤ negl(𝜆),

where Expmatrix,𝑞
LT,𝒜 (𝜆) is defined in Fig. 3.1.

1. The adversary 𝒜 receives input 1𝜆

and sends 1𝑛, 1𝑚, 1𝑧 such that 𝑚 >
𝑛 log 𝑞(𝜆) + 𝜆 to the challenger.

2. Upon receipt, the challenger
first selects a random bit
𝑏 ← {0, 1}. Next, it sam-
ples

{︀
(𝑨𝑖,0, 𝑇𝑨𝑖,0

)
}︀
𝑖∈[𝑧] ←

TrapGen(1𝑛, 1𝑚, 𝑞) and
{𝑨𝑖,1}𝑖∈[𝑧] ← ℤ𝑛×𝑚

𝑞 . It sends
{𝑨𝑖,𝑏}𝑖∈[𝑧] to 𝒜.

3. Finally, 𝒜 outputs its guess 𝑏′ ∈
{0, 1}. The experiment outputs 1 if
and only if 𝑏 = 𝑏′.

Fig. 3.1. Expmatrix,𝑞
LT,𝒜

Definition 3.3 (Well-Sampledness of Preimage): Fix any function 𝑞 : ℕ→
ℕ and 𝜎 : ℕ → ℕ. The procedure SamplePre is said to satisfy the (𝑞, 𝜎)-well-
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sampledness property if for any stateful PPT adversary 𝒜, there exists a negli-
gible function negl(·) such that for all 𝜆 ∈ ℕ,

Advpreimage,𝑞,𝜎
LT,𝒜 (𝜆) ≜

⃒⃒⃒
Pr
[︁
Exppreimage,𝑞,𝜎

LT,𝒜 (𝜆) = 1
]︁
− 1/2

⃒⃒⃒
≤ negl(𝜆),

where Exppreimage,𝑞,𝜎
LT,𝒜 is defined in Fig. 3.2.

1. The adversary 𝒜 receives input
1𝜆 and sends 1𝑛, 1𝑚, 1𝑧 such that
𝜎(𝜆) >

√︀
𝑛 · log 𝑞(𝜆) · log𝑚+𝜆 and

𝑚 > 𝑛·log 𝑞(𝜆)+𝜆 to the challenger.

2. Upon receipt, the challenger first
selects a random bit 𝑏 ← {0, 1}.
Next, it samples {(𝑨𝑖, 𝑇𝑨𝑖

)}𝑖∈[𝑧] ←
TrapGen(1𝑛, 1𝑚, 𝑞) and sends
{𝑨𝑖}𝑖∈[𝑧] to 𝒜.

3. Then,𝒜makes a poly(𝜆) number of
pre-image queries of the form 𝑖 ∈ [𝑧]
to the challenger and the challenger
responds as follows:

(a) It samples 𝒘 ← ℤ𝑛
𝑞 , 𝒖0 ←

SamplePre(𝑨𝑖, 𝑇𝑨𝑖
, 𝜎,𝒘), and

𝒖1 ← 𝒟𝑚
ℤ,𝜎. It sends 𝒖𝑏 to 𝒜.

4. Finally, 𝒜 outputs its guess 𝑏′ ∈
{0, 1}. The experiment outputs 1 if
and only if 𝑏 = 𝑏′.

Fig. 3.2. Exppreimage,𝑞,𝜎
LT,𝒜

Both the above properties are satisfied by the gadget-based trapdoor lattice
sampler presented in [45].

Enhanced trapdoor sampling: Let 𝑞 : ℕ→ ℕ, 𝜎 : ℕ→ ℝ+ be functions and
LT = (TrapGen,SamplePre) be a trapdoor lattice sampler satisfying the 𝑞-well-
sampledness of matrix and (𝑞, 𝜎)-well-sampledness of preimage properties. We
describe enhanced trapdoor lattice sampling algorithms EnLT = (EnTrapGen,
EnSamplePre) due to Goyal et al. [35] (which are, in turn, reminiscent of the
trapdoor extension algorithms of [20,3]).

– EnTrapGen(1𝑛, 1𝑚, 𝑞) ↦→ (𝑨, 𝑇𝑨) : The trapdoor generation algorithm gen-
erates two matrices 𝑨1 ∈ ℤ𝑛×⌈𝑚/2⌉

𝑞 and 𝑨2 ∈ ℤ𝑛×⌊𝑚/2⌋
𝑞 as (𝑨1, 𝑇𝑨1

) ←
TrapGen(1𝑛, 1⌈𝑚/2⌉, 𝑞), (𝑨2, 𝑇𝑨2

)← TrapGen(1𝑛, 1⌊𝑚/2⌋, 𝑞). It appends both
matrices column-wise to obtain a larger matrix 𝑨 as 𝑨 =

(︀
𝑨1|𝑨2

)︀
and

sets the associated trapdoor 𝑇𝑨 to be the combined trapdoor information
𝑇𝑨 = (𝑇𝑨1 , 𝑇𝑨2).

– EnSamplePre(𝑨, 𝑇𝑨, 𝜎,𝒁) ↦→ 𝑺: The pre-image sampling algorithm takes
as input a matrix 𝑨 =

(︀
𝑨1|𝑨2

)︀
with trapdoor 𝑇𝑨 = (𝑇𝑨1

, 𝑇𝑨2
), a pa-

rameter 𝜎 = 𝜎(𝜆), and a matrix 𝒁 ∈ ℤ𝑛×𝑘
𝑞 . It chooses a uniformly ran-

dom matrix 𝑾 ← ℤ𝑛×𝑘
𝑞 and sets 𝒀 = 𝒁 −𝑾 . Next, it computes ma-

trices 𝑺1,𝑺2 ∈ ℤ⌈𝑚/2⌉×𝑘 as 𝑺1 ← SamplePre(𝑨1, 𝑇𝑨1
, 𝜎,𝑾 ) and 𝑺2 ←

SamplePre(𝑨2, 𝑇𝑨2
, 𝜎,𝒀 ). It computes the final output matrix 𝑺 ∈ ℤ𝑚×𝑘 by

column-wise appending matrices 𝑺1 and 𝑺2 as 𝑺 =
(︀
𝑺1|𝑺2

)︀
.

The well-sampledness properties (Definition 3.2 and Definition 3.3) of EnLT
are inherited from the same properties of the underlying LT [35, Section 7.3].
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We show that the enhanced trapdoor sampling procedures EnLT satisfy an-
other property (which as far as we know has not been used or formalized before).
We refer this property as “leftover hash lemma with trapdoors”. This property
is crucial in the security proofs of our constructions. Recall that in the original
leftover hash lemma (Lemma 3.2 above) the matrix 𝑨 ∈ ℤ𝑛×𝑚

𝑞 appearing in the
two indistinguishable distributions 𝒟1 and 𝒟2 is sampled uniformly at random.
The “leftover hash lemma with trapdoors” property of EnLT basically states that
the leftover hash lemma holds even when the matrix 𝑨 ∈ ℤ𝑛×𝑚

𝑞 is generated by
the EnTrapGen algorithm and is not uniformly random. (See the full version [25]
for the formal description and proof of the lemma.)

3.2.2 Learning With Errors

Assumption 1 (Learning With Errors (LWE) [52]): For a security pa-
rameter 𝜆 ∈ ℕ, let 𝑛 : ℕ → ℕ, 𝑞 : ℕ → ℕ, and 𝜎 : ℕ → ℝ+ be functions
of 𝜆. The Learning with Errors (LWE) assumption LWE𝑛,𝑞,𝜎, parametrized by
𝑛 = 𝑛(𝜆), 𝑞 = 𝑞(𝜆), 𝜎 = 𝜎(𝜆), states that for any PPT adversary 𝒜, there exists
a negligible function negl(·) such that for any 𝜆 ∈ ℕ,

Adv
LWE𝑛,𝑞,𝜎

𝒜 (𝜆) ≜
⃒⃒⃒
Pr
[︁
1← 𝒜𝒪

𝒔
1(·)(1𝜆) | 𝒔← ℤ𝑛

𝑞

]︁
− Pr

[︁
1← 𝒜𝒪2(·)(1𝜆)

]︁⃒⃒⃒
≤ negl(𝜆),

where the oracles 𝒪𝒔
1(·) and 𝒪2(·) are defined as follows: 𝒪𝒔

1(·) has 𝒔 ∈ ℤ𝑛
𝑞 hard-

wired, and on each query it chooses 𝒂← ℤ𝑛
𝑞 , 𝑒← 𝒟ℤ,𝜎 and outputs (𝒂, 𝒔𝒂⊤ + 𝑒

mod 𝑞), and 𝒪2(·) on each query chooses 𝒂← ℤ𝑛
𝑞 , 𝑢← ℤ𝑞 and outputs (𝒂, 𝑢).

Regev [52] showed that if there exists a PPT adversary that can break the
LWE assumption, then there exists a PPT quantum algorithm that can solve
some hard lattice problems in the worst case. Given the current state of the art
of lattice problems [47, 52, 29, 51, 17, 46], the LWE assumption is believed to be
true for any polynomial 𝑛(·) and any functions 𝑞(·), 𝜎(·) such that for all 𝜆 ∈ ℕ,
𝑛 = 𝑛(𝜆), 𝑞 = 𝑞(𝜆), 𝜎 = 𝜎(𝜆) satisfy the following constraints:

2
√
𝑛 < 𝜎 < 𝑞 < 2𝑛, 𝑛 · 𝑞/𝜎 < 2𝑛

𝜖

, and 0 < 𝜖 < 1/2

4 Linear Secret Sharing Schemes with Linear In-
dependence

In this section, we first provide the necessary definitions and properties of linear
secret sharing schemes. Then, we present a new linear secret sharing scheme for
all non-monotone access structures realizable by NC1 circuits. This new secret
sharing scheme has some interesting properties which we crucially utilize while
designing our CP-ABE scheme for all NC1 circuits under the LWE assumption.

4.1 Background on Linear Secret Sharing Schemes
A secret sharing scheme consists of a dealer who holds a secret and a set of 𝑛
parties. Informally, the dealer “splits” the secret into “shares” and distributes



20 P. Datta, I. Komargodski, and B. Waters

them among the parties. Subsets of parties which are “authorized” should be
able to jointly recover the secret while others should not. The description of the
set of authorized sets is called the access structure.
Definition 4.1 (Access Structures): An access structure on 𝑛 parties asso-
ciated with numbers in [𝑛] is a set 𝔸 ⊆ 2[𝑛] ∖ ∅ of non-empty subsets of parties.
The sets in 𝔸 are called the authorized sets and the sets not in 𝔸 are called
the unauthorized sets. An access structure is called monotone if ∀𝐵,𝐶 ∈ 2[𝑛] if
𝐵 ∈ 𝔸 and 𝐵 ⊆ 𝐶, then 𝐶 ∈ 𝔸.

A secret sharing scheme for a monotone access structure 𝔸 is a randomized
algorithm that on input a secret 𝑧 outputs 𝑛 shares sh1, . . . , sh𝑛 such that for
any 𝐴 ∈ 𝔸 the shares {sh𝑖}𝑖∈𝐴 determine 𝑧 and other sets are independent of 𝑧
(as random variables).

Non-monotone secret sharing: A natural generalization of the above notion
that captures all access structures (rather than only monotone ones) is called
non-monotone secret sharing. Concretely, a non-monotone secret sharing scheme
for an access structure 𝔸 is a randomized algorithm that on input a secret 𝑧
outputs 2𝑛 shares viewed as 𝑛 pairs (sh1,0, sh1,1), . . . , (sh𝑛,0, sh𝑛,1) such that for
any 𝐴 ∈ 𝔸 the shares {sh𝑖,1}𝑖∈𝐴 ∪ {sh𝑖,0}𝑖/∈𝐴 determine 𝑧 and other sets are
independent of 𝑧.

We will be interested in a subset of all (non-monotone) secret sharing schemes
where the reconstruction procedure is a linear function of the shares [38]. These
are known as linear (non-monotone) secret sharing schemes.
Definition 4.2 (Linear (non-monotone) secret sharing schemes): Let
𝑞 ∈ ℕ be a prime power and [𝑛] be a set of parties. A non-monotone secret-
sharing scheme 𝛱 with domain of secrets ℤ𝑞 realizing access structure 𝔸 on
parties [𝑛] is linear over ℤ𝑞 if

1. Each share sh𝑖,𝑏 for 𝑖 ∈ [𝑛] and 𝑏 ∈ {0, 1} of a secret 𝑧 ∈ ℤ𝑞 forms a vector
with entries in ℤ𝑞.

2. There exists a matrix 𝑴 ∈ ℤℓ×𝑑
𝑞 , called the share-generating matrix, and a

function 𝜌 : [ℓ] → [2𝑛], that labels the rows of 𝑴 with a party index from
[𝑛] or its corresponding negation, represented as another party index from
{𝑛+ 1, . . . , 2𝑛}, which satisfy the following: During the generation of the
shares, we consider the vector 𝒗 = (𝑧, 𝑟2, ..., 𝑟𝑑) ∈ ℤ𝑑

𝑞 . Then the vector of ℓ
shares of the secret 𝑧 according to 𝛱 is equal to 𝘀𝗵 = 𝑴 · 𝒗⊤ ∈ ℤℓ×1

𝑞 . For
𝑖 ∈ [𝑛] and 𝑏 ∈ {0, 1}, the share 𝘀𝗵𝑖,𝑏 consists of all 𝘀𝗵𝑗 values for which
𝜌(𝑗) = 𝑛 · (1 − 𝑏) + 𝑖 (so the first 𝑛 shares correspond to the “1 shares” and
the last 𝑛 shares correspond to the “0 shares”).
We will be referring to the pair (𝑴 , 𝜌) as the LSSS policy of the access
structure 𝔸.

It is well known that the above method of sharing a secret satisfies the desired
correctness and security of a non-monotone secret sharing scheme as defined
above (e.g., [38]). For an LSSS policy (𝑴 , 𝜌), where 𝑴 ∈ ℤℓ×𝑑

𝑞 and 𝜌 : [ℓ]→ [2𝑛],
and a set of parties 𝑆 ⊆ [𝑛], let ̂︀𝑆 = 𝑆∪{𝑖 ∈ {𝑛+ 1, . . . , 2𝑛} | 𝑖− 𝑛 /∈ 𝑆} ⊂ [2𝑛].
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We denote 𝑴̂︀𝑆 the submatrix of 𝑴 that consists of all the rows of 𝑴 that
“belong” to ̂︀𝑆 according to 𝜌 (i.e., rows 𝑗 for which 𝜌(𝑗) ∈ ̂︀𝑆). Correctness means

that if 𝑆 ⊆ [𝑛] is authorized, the vector (1,

𝑑−1⏞  ⏟  
0, . . . , 0) ∈ ℤ𝑑

𝑞 is in the span of the
rows of 𝑴̂︀𝑆 . Security means that if 𝑆 ⊆ [𝑛] is unauthorized, the vector (1, 0, . . . ,
0) is not in the span of the rows of 𝑴̂︀𝑆 . Also, in the unauthorized case, there
exists a vector 𝒅 ∈ ℤ𝑑

𝑞 , such that its first component 𝒅1 = 1 and 𝑴̂︀𝑆𝒅⊤ = 0,
where 0 is the all 0 vector.

{0, 1}-LSSS: A special subset of all linear secret sharing schemes are ones
where the reconstruction coefficients are always binary [14, Definition 4.13]. We
call such LSSS a {0, 1}-LSSS. This property of LSSS secret sharing schemes was
recently formally defined by [14]. They observed that a well-known construction
by Lewko and Waters [42] actually results with an LSSS with this property for
all access structures in NC1.

On sharing vectors: The above sharing and reconstruction methods directly
extend to sharing a vector 𝒛 ∈ ℤ𝑚

𝑞 of dimension 𝑚 ∈ ℕ rather than just scalars.

4.2 Our Non-Monotone LSSS for 𝐍𝐂𝟏

We introduce a new non-monotone linear secret sharing scheme for all access
structures that can be described by NC1 circuits. The new scheme has some
useful properties for us which we summarize next:

– The entries in the corresponding policy matrix are small, i.e., coming from
{−1, 0, 1}.

– Reconstruction of the secret can be done by small coefficients, i.e., coming
from {0, 1}.

– The rows of the corresponding policy matrix that correspond to an unautho-
rized set are linearly independent.

Remark 4.1: The well-known construction of Lewko and Waters [42] actually
results with an LSSS with these properties for all access structures described by
DNF formulas. This was recently observed by [1]. As opposed to our construction,
this construction is a monotone LSSS, not a non-monotone one.

The construction: We are given an access structure 𝔸 described by an NC1

circuit. This circuit can be described by a Boolean formula of logarithmic depth
that consists of (fan-in 2) AND, OR, and (fan-in 1) NOT gates. We further push
the NOT gates to the leaves using De Morgan laws, and from now on we assume
that internal nodes only constitute of OR and AND gates and leaves are labeled
either by variables or their negations. In other words, we assume that we are given
a monotone Boolean formula consisting only of AND and OR gates. We would like
to highlight that even if we are starting off with a monotone Boolean formula, the
LSSS secret sharing scheme we are going to construct would be a non-monotone
one. More precisely, the algorithm associates with each input variable 𝑥𝑖 of the
monotone Boolean formula two vector shares 𝘀𝗵𝑖,0 and 𝘀𝗵𝑖,1. This is done in a
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recursive fashion starting from the root by associating with each internal wire
𝑤 two labels 𝒘1 and 𝒘0 (and the labels of the leaves correspond to the shares).
The labels of the root 𝑤 are 𝒘1 = (1, 0, . . . , 0) and 𝒘0 = (0, 1, 0, . . . , 0), both
of which are of dimension 𝑘 ≜ 𝑘 + 2, where 𝑘 is the number of gates in the
formula. We maintain a global counter variable 𝑐 which is initialized to 2 and
is increased by one after labeling each gate. We shall traverse the tree from top
(root) to bottom (leaves) and within a layer from left to right. Consider a gate
whose output wire 𝑤 labels are 𝒘1,𝒘0 and denote its children wires, 𝑢 and 𝑣,
with corresponding labels (to be assigned) 𝒖1,𝒖0 and 𝒗1,𝒗0, respectively. The
assignment is done as follows, depending on the type of the gate connecting 𝑢
and 𝑣 to 𝑤:

AND gate: 𝒖1 = 0𝑐‖1‖0�̃�−𝑐−1, 𝒖0 = 𝒘0, 𝒗1 = 𝒘1−𝒖1, 𝒗0 = 𝒘0−𝒖1.

OR gate: 𝒖1 = 𝒘1, 𝒖0 = 0𝑐‖1‖0�̃�−𝑐−1, 𝒗1 = 𝒘1 − 𝒖0, 𝒗0 = 𝒘0 − 𝒖0.

An example: Consider the monotone Boolean formula (𝐴 ∧ 𝐵) ∨ (𝐶 ∧ 𝐷).
The 1-label of the root is (1, 0, 0, 0, 0) and the 0-label is (0, 1, 0, 0, 0). The 1-label
of the left child of the OR gate is (1, 0, 0, 0, 0) and the 0-label is (0, 0, 1, 0, 0).
The 1-label of the right child of the OR gate is (1, 0,−1, 0, 0) and the 0-label is
(0, 1,−1, 0, 0). Therefore, the resulting policy is

𝑴 =

𝐴1

𝐴0

𝐵1

𝐵0

𝐶1

𝐶0

𝐷1

𝐷0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 1 0
0 0 1 0 0
1 0 0 −1 0
0 0 1 −1 0
0 0 0 0 1
0 1 −1 0 0
1 0 −1 0 −1
0 1 −1 0 −1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
The following lemma follows by induction on the number of gates in the for-

mula. Recall that for 𝑆 ⊆ [𝑛], we let ̂︀𝑆 = 𝑆 ∪{𝑖 ∈ {𝑛+ 1, . . . , 2𝑛} | 𝑖− 𝑛 /∈ 𝑆} ⊂
[2𝑛] and let 𝑴̂︀𝑆 be the submatrix that consists of all the rows of 𝑴 that “belong”
to ̂︀𝑆 according to 𝜌.
Lemma 4.1: For any access structure 𝔸 which is described by a Boolean for-
mula, the above process for generating the matrix 𝑴 results with

1. A non-monotone {0, 1}-LSSS for 𝔸, namely
(a) For any authorized set of parties 𝑆 ⊆ [𝑛], there is a linear combination of

the rows of 𝑴̂︀𝑆 that results with (1, 0, . . . , 0) ∈ ℤ𝑑
𝑞 . Moreover, the coeffi-

cients in this linear combination are from {0, 1}.
(b) For any unauthorized set of parties 𝑆 ⊆ [𝑛], no linear combination of the

rows of 𝑴̂︀𝑆 results in (1, 0, . . . , 0) ∈ ℤ𝑑
𝑞 . Also, there exists a vector 𝒅 ∈ ℤ𝑑

𝑞 ,
such that its first component 𝒅1 = 1 and 𝑴̂︀𝑆𝒅⊤ = 0, where 0 is the all 0
vector.

2. For any unauthorized set of parties 𝑆 ⊆ [𝑛], all of the rows of 𝑴̂︀𝑆 are linearly
independent.
The proof of Lemma 4.1 can be found in the full version [25, Section 4.2].
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5 Our Ciphertext-Policy ABE Scheme
In this section, we present our ciphertext-policy ABE (CP-ABE) scheme support-
ing access structures represented by NC1 circuits. The scheme is associated with
a fixed attribute universe 𝕌 and we will use the transformation described in Sec-
tion 4.2 to represent the access structures as non-monotone LSSS. More precisely,
we only design a CP-ABE scheme for LSSS access policies (𝑴 , 𝜌) with properties
stipulated in Lemma 4.1, that is, we construct a CP-ABE scheme for LSSS access
policies (𝑴 , 𝜌) such that the entries of 𝑴 come from {−1, 0, 1} as well as re-
construction only involves coefficients coming from {0, 1}, and prove the scheme
to be selectively secure under linear independence restriction (see [25, Definition
3.5] in the full version for the formal description of the security model). It then
follows directly from Lemma 4.1, that our CP-ABE scheme actually achieves the
standard notion of selective security (see [25, Definition 3.4] in the full version
for the formal description of the security model) when implemented for the class
of all access structures represented by NC1 circuits. Further, we will assume that
all LSSS access policies (𝑴 , 𝜌) used in our scheme correspond to matrices 𝑴
with at most 𝑠max columns and an injective row-labeling function 𝜌, i.e., an at-
tribute is associated with at most one row of 𝑴 .5 Since our Boolean formula to
LSSS transformation from Section 4.2 generates a new column in the resulting
LSSS matrix for each gate in the underlying Boolean formula, the bound 𝑠max

on the number of columns in our CP-ABE construction naturally translates to a
bound on the circuit size of the supported NC1 access policies at implementation.
Also, in our scheme description below, we assume for simplicity of presentation
that both the encryption and the decryption algorithms receive an access pol-
icy directly in its LSSS representation. However, we note that in the actual
implementation, the encryption and decryption algorithms should instead take
in the circuit representation of the access policy and deterministically compute
its LSSS representation using our transformation algorithm from Section 4.2.
This is because, without the circuit description of an access policy, the decryp-
tion algorithm may not be able to efficiently determine the {0, 1} reconstruction
coefficients needed for a successful decryption.

First, we provide the parameter constraints required by our correctness and
security proof. Fix any 0 < 𝜖 < 1/2. For any 𝐵 ∈ ℕ, let 𝒰𝐵 denote the uniform
distribution on ℤ ∩ [−𝐵,𝐵], i.e., integers between ±𝐵. The Setup algorithm
chooses parameters 𝑛,𝑚, 𝜎, 𝑞 and noise distributions 𝜒lwe, 𝜒1, 𝜒2, 𝜒big, satisfying
the following constraints:

– 𝑛 = poly(𝜆), 𝜎 < 𝑞, 𝑛 · 𝑞/𝜎 < 2𝑛
𝜖

, 𝜒lwe = ̃︀𝒟ℤ,𝜎 (for LWE security)
– 𝑚 > 2𝑠max𝑛 log 𝑞 + 𝜔 log 𝑛+ 2𝜆 (for enhanced trapdoor sampling and LHL)
– 𝜎 >

√
𝑠max𝑛 log 𝑞 log𝑚+ 𝜆 (for enhanced trapdoor sampling)

– 𝜒1 = ̃︀𝒟ℤ𝑚−1,𝜎, 𝜒2 = ̃︀𝒟ℤ𝑚,𝜎 (for enhanced trapdoor sampling)
– 𝜒big = 𝒰�̂� , where �̂� > (𝑚3/2𝜎 + 1)2𝜆 (for smudging/security)
5 Note that following the simple encoding technique devised in [58,42], we can alleviate

the injective restriction on the row labeling functions to allow an attribute to appear
an a priori bounded number of times within the LSSS access policies.
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– |𝕌| · 3𝑚3/2𝜎�̂� < 𝑞/4 (for correctness)

Now, we describe our CP-ABE construction.

𝗦𝗲𝘁𝘂𝗽(1𝝀, 𝒔max,𝕌): The setup algorithm takes in the security parameter 𝜆
encoded in unary, the maximum width 𝑠max = 𝑠max(𝜆) of an LSSS matrix sup-
ported by the scheme, and the attribute universe 𝕌 associated with the sys-
tem. It first chooses an LWE modulus 𝑞, dimensions 𝑛,𝑚, and also distributions
𝜒lwe, 𝜒1, 𝜒2, 𝜒big as described above. Next, it chooses a vector 𝒚 ← ℤ𝑛

𝑞 and a
sequence of matrices {𝑯𝑢}𝑢∈𝕌 ← ℤ𝑛×𝑚

𝑞 . Then, it samples pairs of matrices with
trapdoors {(𝑨𝑢, 𝑇𝑨𝑢

)}𝑢∈𝕌 ← EnTrapGen(1𝑛, 1𝑚, 𝑞). Finally, it outputs
PK =

(︀
𝑛,𝑚, 𝑞, 𝜒lwe, 𝜒1, 𝜒2, 𝜒big,𝒚,{𝑨𝑢}𝑢∈𝕌 ,{𝑯𝑢}𝑢∈𝕌

)︀
, MSK = {𝑇𝑨𝑢

}𝑢∈𝕌 .

𝗞𝗲𝘆𝗚𝗲𝗻(𝗠𝗦𝗞, 𝑼): The key generation algorithm takes as input the master
secret key MSK, and a set of attributes 𝑈 ⊆ 𝕌. It samples a vector 𝒕← 𝜒1 and
sets the vector 𝒕 = (1, 𝒕) ∈ ℤ𝑚. For each 𝑢 ∈ 𝑈 , it samples vectors �̂�𝑢 ← 𝜒𝑚

big and
�̃�𝑢 ← EnSamplePre(𝑨𝑢, 𝑇𝑨𝑢

, 𝜎, 𝒕𝑯⊤𝑢 − �̂�𝑢𝑨
⊤
𝑢 ), and sets 𝒌𝑢 = �̂�𝑢 + �̃�𝑢. Finally,

it outputs
SK =

(︀
{𝒌𝑢}𝑢∈𝑈 , 𝒕

)︀
.

𝗘𝗻𝗰(𝗣𝗞,𝗺𝘀𝗴, (𝑴,𝝆)): The encryption algorithm takes as input the pub-
lic parameters PK, a message msg ∈ {0, 1} to encrypt, and an LSSS ac-
cess policy (𝑴 , 𝜌) generated by the transformation from Section 4.2, where
𝑴 = (𝑀𝑖,𝑗)ℓ×𝑠max

∈ {−1, 0, 1}ℓ×𝑠max ⊂ ℤℓ×𝑠max
𝑞 (Lemma 4.1) and 𝜌 : [ℓ] → 𝕌.

The function 𝜌 associates rows of 𝑴 to attributes in 𝕌. We assume that 𝜌 is an in-
jective function. The procedure samples vectors 𝒔← ℤ𝑛

𝑞 and {𝒗𝑗 }𝑗∈{2,...,𝑠max} ←
ℤ𝑚
𝑞 . It additionally samples vectors {𝒆𝑖}𝑖∈[ℓ] ← 𝜒𝑚

lwe and {𝒆𝑖}𝑖∈[ℓ] ← 𝜒𝑚
big. For

each 𝑖 ∈ [ℓ], it computes vectors 𝒄𝑖, 𝒄𝑖 ∈ ℤ𝑚
𝑞 as follows:

𝒄𝑖 = 𝒔𝑨𝜌(𝑖) + 𝒆𝑖

𝒄𝑖 = 𝑀𝑖,1(𝒔𝒚
⊤,

𝑚−1⏞  ⏟  
0, . . . , 0) +

⎡⎣ ∑︁
𝑗∈{2,...,𝑠max}

𝑀𝑖,𝑗𝒗𝑗

⎤⎦− 𝒔𝑯𝜌(𝑖) + 𝒆𝑖

and outputs
CT =

(︁
(𝑴 , 𝜌),{𝒄𝑖}𝑖∈[ℓ] ,{𝒄𝑖}𝑖∈[ℓ] , 𝐶 = MSB(𝒔𝒚⊤)⊕msg

)︁
.

𝗗𝗲𝗰(𝗣𝗞,𝗖𝗧,𝗠𝗦𝗞): Decryption takes as input the public parameters PK, a
ciphertext CT encrypting some message under some LSSS access policy (𝑴 , 𝜌)
with the properties stipulated in Lemma 4.1, and the secret key SK corresponding
to some subset of attributes 𝑈 ⊆ 𝕌. If (1, 0, . . . , 0) is not in the span of the rows
of 𝑴 associated with 𝑈 , then decryption fails. Otherwise, let 𝐼 be a set of row
indices of the matrix 𝑴 such that ∀𝑖 ∈ 𝐼 : 𝜌(𝑖) ∈ 𝑈 and let {𝑤𝑖}𝑖∈𝐼 ∈ {0, 1} ⊂ ℤ𝑞

be scalars such that
∑︀

𝑖∈𝐼 𝑤𝑖𝑴𝑖 = (1, 0, . . . , 0), where 𝑴𝑖 is the 𝑖th row of 𝑴 .
Note that the existence of such scalars {𝑤𝑖}𝑖∈𝐼 and their efficient determination
for the LSSS generated by the algorithm from Section 4.2 are guaranteed by
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Lemma 4.1. The procedure computes
𝐾 ′ =

∑︁
𝑖∈𝐼

𝑤𝑖

(︁
𝒄𝑖𝒌
⊤
𝜌(𝑖) + 𝒄𝑖𝒕

⊤
)︁

and outputs
msg′ = 𝐶 ⊕MSB(𝐾 ′).Correctness

We show that the scheme is correct. Consider a set of attributes 𝑈 ⊆ 𝕌 and
any LSSS access policy (𝑴 , 𝜌) for which 𝑈 constitute an authorized set. By
construction,

𝐾 ′ =
∑︁
𝑖∈𝐼

𝑤𝑖

(︁
𝒄𝑖𝒌
⊤
𝜌(𝑖) + 𝒄𝑖𝒕

⊤
)︁
.

Expanding {𝒄𝑖}𝑖∈𝐼 and {𝒄𝑖}𝑖∈𝐼 , we get
𝐾 ′ =

∑︁
𝑖∈𝐼

𝑤𝑖𝒔𝑨𝜌(𝑖)𝒌
⊤
𝜌(𝑖) +

∑︁
𝑖∈𝐼

𝑤𝑖𝑀𝑖,1(𝒔𝒚
⊤, 0, . . . , 0)𝒕⊤+∑︁

𝑖∈𝐼,𝑗∈{2,...,𝑠max}

𝑤𝑖𝑀𝑖,𝑗𝒗𝑗𝒕
⊤ −

∑︁
𝑖∈𝐼

𝑤𝑖𝒔𝑯𝜌(𝑖)𝒕
⊤ +

∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒌
⊤
𝜌(𝑖) +

∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒕
⊤.

Recall that for each 𝑢 ∈ 𝑈 , we have 𝒌𝑢 = �̂�𝑢 + �̃�𝑢 and 𝑨𝑢�̃�
⊤
𝑢 = 𝑯𝑢𝒕

⊤ −𝑨𝑢�̂�
⊤
𝑢 .

Therefore, for each 𝑖 ∈ 𝐼, it holds that
𝑨𝜌(𝑖)𝒌

⊤
𝜌(𝑖) = 𝑨𝜌(𝑖)�̂�

⊤
𝜌(𝑖) +𝑨𝜌(𝑖)�̃�

⊤
𝜌(𝑖) = 𝑯𝜌(𝑖)𝒕

⊤.
Hence,
𝐾 ′ =

�������∑︁
𝑖∈𝐼

𝑤𝑖𝒔𝑯𝜌(𝑖)𝒕
⊤ +

∑︁
𝑖∈𝐼

𝑤𝑖𝑀𝑖,1(𝒔𝒚
⊤, 0, . . . , 0)𝒕⊤+∑︁

𝑖∈𝐼,𝑗∈{2,...,𝑠max}

𝑤𝑖𝑀𝑖,𝑗𝒗𝑗𝒕
⊤ −

�������∑︁
𝑖∈𝐼

𝑤𝑖𝒔𝑯𝜌(𝑖)𝒕
⊤ +

∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒌
⊤
𝜌(𝑖) +

∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒕
⊤

=
∑︁
𝑖∈𝐼

𝑤𝑖𝑀𝑖,1(𝒔𝒚
⊤, 0, . . . , 0)𝒕⊤ +

∑︁
𝑖∈𝐼,𝑗∈{2,...,𝑠max}

𝑤𝑖𝑀𝑖,𝑗𝒗𝑗𝒕
⊤ +

∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒌
⊤
𝜌(𝑖)

+
∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒕
⊤

=

(︃∑︁
𝑖∈𝐼

𝑤𝑖𝑀𝑖,1

)︃
(𝒔𝒚⊤, 0, . . . , 0)𝒕⊤ +

∑︁
𝑗∈{2,...,𝑠max}

(︃∑︁
𝑖∈𝐼

𝑤𝑖𝑀𝑖,𝑗

)︃
𝒗𝑗𝒕
⊤

+
∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒌
⊤
𝜌(𝑖) +

∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒕
⊤.

Recall that
∑︀

𝑖∈𝐼 𝑤𝑖𝑀𝑖,1 = 1. Also, for 1 < 𝑗 ≤ 𝑠max,
∑︀

𝑖∈𝐼 𝑤𝑖𝑀𝑖,𝑗 = 0.
Additionally, 𝒕 = (1, 𝒕), and hence, (𝒔𝒚⊤, 0, . . . , 0)𝒕⊤ = 𝒔𝒚⊤. Thus,

𝐾 ′ = 𝒔𝒚⊤ +
∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒌
⊤
𝜌(𝑖) +

∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒕
⊤.

Correctness now follows since the last two terms are small and should not affect
the MSB of 𝒔𝒚⊤. To see this, we observe that the following inequalities hold
except with negligible probability:

– ‖𝒆𝑖‖ ≤
√
𝑚𝜎: This follows directly from Lemma 3.3 since each of the 𝑚

coordinates of 𝒆𝑖 comes from the truncated discrete Gaussian distributioñ︀𝒟ℤ,𝜎.
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– ‖𝒆𝑖‖ ≤
√
𝑚�̂�: This holds since each of the 𝑚 coordinates of 𝒆𝑖 comes from

the uniform distribution over ℤ ∩ [−�̂�, �̂�].
– ‖𝒌𝜌(𝑖)‖ ≤ 𝑚𝜎 +

√
𝑚�̂�: This holds since 𝒌𝜌(𝑖) = �̂�𝜌(𝑖) + �̃�𝜌(𝑖), where (1)

‖�̂�𝜌(𝑖)‖ ≤
√
𝑚�̂� since each of its 𝑚 coordinates comes from the uniform

distribution over ℤ ∩ [−�̂�, �̂�] and (2) ‖�̃�𝜌(𝑖)‖ ≤ 𝑚𝜎 since it comes from
a distribution that is statistically close to the truncated discrete Gaussian
distribution ̃︀𝒟ℤ𝑚,𝜎.

– ‖𝒕‖ < 𝑚𝜎: This holds since 𝒕 = (1, 𝒕), where 𝒕 comes from a truncated
discrete Gaussian distribution ̃︀𝒟ℤ𝑚−1,𝜎.

Using the fact that the 𝑤𝑖’s are in {0, 1} (Lemma 4.1), we have that
‖
∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒌
⊤
𝜌(𝑖) +

∑︁
𝑖∈𝐼

𝑤𝑖𝒆𝑖𝒕
⊤‖ < |𝕌| (𝑚3/2𝜎2 +𝑚𝜎�̂� +𝑚3/2𝜎�̂�)

< |𝕌| · 3𝑚3/2𝜎�̂� < 𝑞/4,
where the last inequality is by the parameter setting as shown above. Thus, with
all but negligible probability in 𝜆, the MSB of 𝒔𝒚⊤ is not affected by the above
noise which is bounded by 𝑞/4 and therefore does not affect the most significant
bit. Namely, MSB(𝐾 ′) = MSB(𝒔𝒚⊤). This completes the proof of correctness.

6 Our Multi-Authority ABE Scheme

In this section, we present our MA-ABE scheme for access structures represented
by DNF formulas. The scheme is associated with a universe of global identi-
fiers 𝒢ℐ𝒟 ⊂ {0, 1}*, a universe of authority identifiers 𝒜𝒰 , and we will use
the Lewko-Waters [42] transformation to represent the DNF access policies as
monotone LSSS. More precisely, we only design an MA-ABE scheme for LSSS
access policies (𝑴 , 𝜌) with properties stipulated in Lemma 4.1, that is, we con-
struct an MA-ABE scheme for LSSS access policies (𝑴 , 𝜌) such that the entries
of 𝑴 come from {−1, 0, 1} as well as reconstruction only involves coefficients
coming from {0, 1}, and prove the scheme to be statically secure under linear
independence restriction (see [25, Definition 3.7] in the full version for the for-
mal description of the security model). Thanks to the observation made by [1] as
mentioned in Remark 4.1, our MA-ABE scheme actually achieves the standard
notion of static security (see [25, Definition 3.6] in the full version for the formal
description of the security model) when implemented for the class of all access
structures represented by DNF formulas. We will assume each authority controls
only one attribute in our scheme. However, it can be readily generalized to a
scheme where each authority controls an a priori bounded number of attributes
using standard techniques [42]. Further, we will assume that all access policies
(𝑴 , 𝜌) used in our scheme correspond to a matrix 𝑴 with at most 𝑠max columns
and an injective row-labeling function 𝜌, i.e., an authority/attribute is associ-
ated with at most one row of 𝑴 . Since the Lewko-Waters transformation [42]
introduces a new column for the resulting LSSS matrix for each AND gate in the
underlying formula, the bound in the number of columns of the LSSS matrices
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naturally translates to the number of AND gates of the supported DNF formulas
at implementation. Similar to our CP-ABE scheme, in our scheme description
below, we assume for simplicity of presentation that both the encryption and
the decryption algorithms receive an access policy directly in its LSSS repre-
sentation. However, we note that in the actual implementation, the encryption
and decryption algorithms should instead take in the DNF representation of the
access policy and deterministically compute its LSSS representation using the
Lewko-Waters transformation algorithm [42].

First, we provide the parameter constraints required by our correctness and
security proof. Fix any 0 < 𝜖 < 1/2. For any 𝐵 ∈ ℕ, let 𝒰𝐵 denote the uniform
distribution on ℤ ∩ [−𝐵,𝐵], i.e., integers between ±𝐵. The Setup algorithm
chooses parameters 𝑛,𝑚, 𝜎, 𝑞 and noise distributions 𝜒lwe, 𝜒1, 𝜒2, 𝜒big, satisfying
the following constraints:

– 𝑛 = poly(𝜆), 𝜎 < 𝑞, 𝑛 · 𝑞/𝜎 < 2𝑛
𝜖

, 𝜒lwe = ̃︀𝒟ℤ,𝜎 (for LWE security)
– 𝑚 > 2𝑠max𝑛 log 𝑞 + 𝜔 log 𝑛+ 2𝜆 (for enhanced trapdoor sampling and LHL)
– 𝜎 >

√
𝑠max𝑛 log 𝑞 log𝑚+ 𝜆 (for enhanced trapdoor sampling)

– 𝜒1 = ̃︀𝒟ℤ𝑚−1,𝜎, 𝜒2 = ̃︀𝒟ℤ𝑚,𝜎 (for enhanced trapdoor sampling)
– 𝜒big = 𝒰�̂� , where �̂� > 𝑚3/2𝜎2𝜆 (for smudging/security)
– |𝒜𝒰| (𝑚3/2𝜎2 + 2𝑚�̂�2) < 𝑞/4 (for correctness)

We will now describe our MA-ABE construction.

𝗚𝗹𝗼𝗯𝗮𝗹𝗦𝗲𝘁𝘂𝗽(1𝝀, 𝒔max): The global setup algorithm takes in the security pa-
rameter 𝜆 encoded in unary and the maximum width 𝑠max = 𝑠max(𝜆) of an
LSSS matrix supported by the scheme. It first chooses an LWE modulus 𝑞,
dimensions 𝑛,𝑚, and also distributions 𝜒lwe, 𝜒1, 𝜒2, 𝜒big as described above.
Next, it samples a vector 𝒚 ← ℤ𝑛

𝑞 and sets the matrix 𝑩1 ∈ ℤ𝑛×𝑚
𝑞 as

𝑩1 =

[︂
𝒚⊤‖

𝑚−1⏞  ⏟  
0⊤‖ · · · ‖0⊤

]︂
, where each 0 ∈ ℤ𝑛

𝑞 . Furthermore, we assume a hash

function H : 𝒢ℐ𝒟 → (ℤ ∩ [−�̂�, �̂�])
𝑚−1

mapping strings GID ∈ 𝒢ℐ𝒟 to random
(𝑚−1)-dimensional vectors of integers in the interval [−�̂�, �̂�]. H will be modeled
as a random oracle in the security proof. Finally, it outputs the hash function H
and the global parameters

GP = (𝑛,𝑚, 𝑞, 𝑠max, 𝜒lwe, 𝜒1, 𝜒2, 𝜒big,𝑩1) .

𝗔𝘂𝘁𝗵𝗦𝗲𝘁𝘂𝗽(𝗚𝗣,𝗛, 𝒖): Given the global parameters GP, the hash function H,
and an authority identifier 𝑢 ∈ 𝒜𝒰 , the algorithm generates a matrix-trapdoor
pair (𝑨𝑢, 𝑇𝑨𝑢)← EnTrapGen(1𝑛, 1𝑚, 𝑞) such that 𝑨𝑢 ∈ ℤ𝑛×𝑚

𝑞 , samples another
matrix 𝑯𝑢 ← ℤ𝑛×𝑚

𝑞 , and outputs the pair of public key and secret key for the
authority 𝑢

PK𝑢 = (𝑨𝑢,𝑯𝑢) , MSK𝑢 = 𝑇𝑨𝑢
.

𝗞𝗲𝘆𝗚𝗲𝗻(𝗚𝗣,𝗛,𝗚𝗜𝗗,𝗠𝗦𝗞𝒖): The key generation algorithm takes as input
the global parameters GP, the hash function H, the user’s global identifier
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GID, and the authority’s secret key MSK𝑢. It first computes the vector 𝒕GID =
(1,H(GID)) ∈ ℤ𝑚. Next, it chooses a vector �̂�GID,𝑢 ← 𝜒𝑚

big, samples a vector
�̃�GID,𝑢 ← EnSamplePre(𝑨𝑢, 𝑇𝑨𝑢

, 𝜎, 𝒕GID𝑯
⊤
𝑢 − �̂�GID,𝑢𝑨

⊤
𝑢 ), and outputs the secret

key for the user GID as
SKGID,𝑢 = �̂�GID,𝑢 + �̃�GID,𝑢.

𝗘𝗻𝗰(𝗚𝗣,𝗛,𝗺𝘀𝗴, (𝑴,𝝆),{𝗣𝗞𝒖}): The encryption algorithm takes as input
the global parameters GP, the hash function H, a message bit msg ∈ {0, 1} to
encrypt, an LSSS access policy (𝑴 , 𝜌) generated by the Lewko-Waters transfor-
mation [42], where 𝑴 = (𝑀𝑖,𝑗)ℓ×𝑠max ∈ {−1, 0, 1}

ℓ×𝑠max ⊂ ℤℓ×𝑠max
𝑞 (Lemma 4.1)

and 𝜌 : [ℓ]→ 𝒜𝒰 , and public keys of the relevant authorities {PK𝑢}. The function
𝜌 associates rows of 𝑴 to authorities (recall that we assume that each author-
ity controls a single attribute). We assume that 𝜌 is an injective function. The
procedure samples vectors 𝒔← ℤ𝑛

𝑞 , {𝒗𝑗 }𝑗∈{2,...,𝑠max} ← ℤ𝑚
𝑞 , and {𝒙𝑖}𝑖∈[ℓ] ← ℤ𝑛

𝑞 .
It additionally samples vectors {𝒆𝑖}𝑖∈[ℓ] ← 𝜒𝑚

lwe and {𝒆𝑖}𝑖∈[ℓ] ← 𝜒𝑚
big. For each

𝑖 ∈ [ℓ], it computes vectors 𝒄𝑖, 𝒄𝑖 ∈ ℤ𝑚
𝑞 as follows:

𝒄𝑖 = 𝒙𝑖𝑨𝜌(𝑖) + 𝒆𝑖

𝒄𝑖 = 𝑀𝑖,1𝒔𝑩1 +

⎡⎣ ∑︁
𝑗∈{2,...,𝑠max}

𝑀𝑖,𝑗𝒗𝑗

⎤⎦− 𝒙𝑖𝑯𝜌(𝑖) + 𝒆𝑖

and outputs
CT =

(︁
(𝑴 , 𝜌),{𝒄𝑖}𝑖∈[ℓ] ,{𝒄𝑖}𝑖∈[ℓ] , 𝐶 = MSB(𝒔𝒚⊤)⊕msg

)︁
.

𝗗𝗲𝗰(𝗚𝗣,𝗛,𝗖𝗧,𝗚𝗜𝗗,{𝗦𝗞𝗚𝗜𝗗,𝒖}): Decryption takes as input the global pa-
rameters GP, the hash function H, a ciphertext CT generated with respect
to an LSSS access policy (𝑴 , 𝜌) generated by the Lewko-Waters transforma-
tion [42], a user identity GID, and the secret keys

{︀
SKGID,𝜌(𝑖)

}︀
𝑖∈𝐼 corresponding

to a subset 𝐼 of row indices of the access matrix 𝑴 possessed by that user. If
(1, 0, . . . , 0) is not in the span of the rows of 𝑴 having indices in the set 𝐼,
then decryption fails. Otherwise, let {𝑤𝑖}𝑖∈𝐼 ∈ {0, 1} ⊂ ℤ𝑞 be scalars such that∑︀

𝑖∈𝐼 𝑤𝑖𝑴𝑖 = (1, 0, . . . , 0), where 𝑴𝑖 is the 𝑖th row of 𝑴 . The existence of such
scalars {𝑤𝑖}𝑖∈𝐼 and their efficient determination are guaranteed by [42, 14, 1].
The algorithm computes the vector 𝒕GID = (1,H(GID)) ∈ ℤ𝑚 followed by

𝐾 ′ =
∑︁
𝑖∈𝐼

𝑤𝑖 ·
(︁
𝒄𝑖SK

⊤
GID,𝜌(𝑖) + 𝒄𝑖𝒕

⊤
GID

)︁
,

and outputs
msg′ = 𝐶 ⊕MSB(𝐾 ′).
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