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Abstract. Motivated by leakage-resilient secure computation of circuits
with addition and multiplication gates, this work studies the leakage-
resilience of linear secret-sharing schemes with a small reconstruction
threshold against any bounded-size family of joint leakage attacks, i.e.,
the leakage function can leak global information from all secret shares.
We first prove that, with high probability, the Massey secret-sharing
scheme corresponding to a random linear code over a finite field F is
leakage-resilient against any `-bit joint leakage family of size at most
|F |k−2.01/8`, where k is the reconstruction threshold. Our result (1) by-
passes the bottleneck due to the existing Fourier-analytic approach, (2)
enables secure multiplication of secrets, and (3) is near-optimal. We use
combinatorial and second-moment techniques to prove the result.
Next, we show that the Shamir secret-sharing scheme over a prime-
order field F with randomly chosen evaluation places and with threshold
k is leakage-resilient to any `-bit joint leakage family of size at most
|F |2k−n−2.01/(k! ·8`) with high probability. We prove this result by mar-
rying our proof techniques for the first result with the existing Fourier
analytical approach. Moreover, it is unlikely that one can extend this re-
sult beyond k/n 6 0.5 due to the technical hurdle for the Fourier-analytic
approach.
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1 Introduction

Traditionally, the security of cryptographic primitives assumes cryptosystems as
impervious black-boxes, faithfully realizing the desired input-output behavior
while providing no additional information. Real-world implementations, how-
ever, do not always maintain this idealized assumption. Innovative side-channel
attacks starting with the seminal works of [20, 21] have repetitively found success
in obtaining partial information on the secret states. These diverse side-channel
attacks pose significant threats to the security of underlying cryptographic prim-
itives and all the cryptographic constructions that rely on them.

Towards resolving such concerns, one could develop ad hoc countermeasures
for every existing side-channel attack. This approach, however, is unable to ad-
dress the threat of unknown attacks. On the other hand, leakage-resilient cryp-
tography aims to define potential avenues of information leakages formally and
provide provable security guarantees against all such information leakages, even
including the unforeseen ones. In the last few decades, a large body of influential
works has studied the feasibility and efficiency of leakage-resilient cryptography
against various models of potential leakages. We refer the readers to the excellent
survey [19] for more details.

Secret-sharing schemes, a fundamental primitive in cryptography that is es-
sential to all threshold cryptography constructions, are also threatened by such
leakage attacks. The standard security of secret-sharing schemes guarantees that,
given the (entire) secret shares of any unauthorized set of parties, one cannot
learn any information about the secret. However, the security of the secret is not
apparent if an adversary obtains (partial) information from every secret share.
Such potential loss in security may percolate into cryptographic constructions
built using these vulnerable secret-sharing schemes.

Application: Leakage-resilient secure computation. For example, secret-
sharing schemes are commonplace in secure multi-party computation schemes
that privately compute over private data using the GMW-technique [14]. Lin-
ear secret-sharing schemes naturally enable the secure addition of secrets. Se-
cure multiplication of secrets typically uses multiplication-friendly secret-sharing
schemes (for example, Shamir’s secret-sharing scheme [34] and secret-sharing
schemes based on other Goppa codes [30, 15, 13, 12]) or, more generally, some re-
strictive versions of linear secret-sharing schemes. Multiplication-friendly secret-
sharing schemes require the reconstruction threshold k + 1 to be less than half
the number of parties n to facilitate secure multiplication. More generally, linear
secret-sharing schemes facilitate secure multiplication when (k+1) 6

√
n. If the

secret-sharing scheme used in the secure computation is leakage-resilient, then
the resulting computation is itself leakage-resilient. Motivated by this application
in leakage-resilient secure computation involving the addition and multiplication
of secrets, our work studies the leakage-resilience of linear secret-sharing schemes
with a small reconstruction threshold.

State-of-the-art. Initiated by Benhamouda, Degwekar, Ishai, and Rabin [5],
many recent works [31, 25, 28, 1] study the leakage-resilience of linear secret-
sharing schemes against local leakage attacks. In the local leakage model, the
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adversary picks an independent leakage function for each secret share. The final
leakage is the union of the local leakages from every secret share. Even for this
restrictive model, our understanding of the leakage-resilience of secret-sharing
schemes is still far from complete.

Benhamouda, Degwekar, Ishai, and Rabin [6] proved that (k + 1)-out-of-n
Shamir secret-sharing is locally 1-bit leakage-resilient when k/n > 0.85. Recently,
Maji, Nguyen, Paskin-Cherniavsky, and Wang [27] improved this to k/n > 0.78.
Maji, Paskin-Cherniavsky, Suad, and Wang [28] proved that the Massey secret-
sharing scheme [30] corresponding to a random linear code of dimension-(k+1)
is locally leakage-resilient with overwhelming probability when k/n > 0.5. Since
these secret-sharing schemes require k/n > 0.5 to achieve leakage-resilience, they
cannot facilitate the secure multiplication of secrets as motivated above. Further-
more, Maji et al. [28] pointed out an inherent barrier when k/n < 0.5 for existing
works’ Fourier-analytic technical approaches. In particular, they pinpoint a local
leakage function that leaks the quadratic residuosity of every secret share, and
existing Fourier-analytic approaches cannot prove leakage-resilience against this
single function when k/n 6 0.5.

Maji, Nguyen, Paskin-Cherniavsky, Suad, and Wang [25] consider the natural
physical-bit leakage family in the small reconstruction threshold regime. In this
model, the secret shares are stored in their natural binary representation, and
the leakage function can learn physical bits stored at specified locations. [25]
proved that Shamir secret-sharing with random evaluation places is leakage-
resilient to the physical-bit leakage even for the most stringent reconstruction
threshold (k + 1) = 2 (and polynomially large n). However, their approach still
follows the Fourier-analytic approach. Consequently, one cannot hope to extend
their result to any small family of leakage functions containing the quadratic
residuosity leakage.

Summary of our results and technical contribution. This work stud-
ies the Monte-Carlo construction of leakage-resilience secret-sharing schemes.
Our work studies the general leakage-resilience of (1) the Massey secret-sharing
scheme corresponding to a random linear code, and (2) the Shamir secret-sharing
scheme with random evaluation places. The leakage function can leak global in-
formation from all secret shares.

First, we show that the Massey secret-sharing scheme corresponding to a
random linear code4 with dimension (k + 1) > 4 is leakage-resilient to any
bounded-size family of (joint) leakage functions, except with an exponentially
small probability. For example, one can consider the family of leakage functions
containing all physical-bit leakages, NC0 leakages, and circuits of bounded size.
In the context of leakage-resilient secure computation, we also consider the col-
lusion of adversarial parties who (in addition to their respective secret shares)
obtain leakage on the honest parties’ secret shares. Our result is near-optimal as

4 This random linear code only needs to be chosen once. With only an exponentially
small failure probability, the Massey secret-sharing scheme corresponding to this
code shall be leakage-resilient. For instance, this random linear code can be specified
by, for example, a common random string (CRS).
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evidenced by the leakage attack family presented in Remark 1. We also present a
partial derandomization of this Monte-Carlo construction using a variant of the
Wozencraft ensemble. Technically, we prove our results using a purely combinato-
rial argument and the second-moment technique. This argument is different from
existing works [5, 25, 28, 27] as all of them rely on a Fourier-analytic approach
to prove the leakage-resilience. In particular, our technical approach bypasses
the bottleneck result from the quadratic residuosity local leakage function, as
indicated by [28].

Second, we show that a (k + 1)-out-of-n Shamir secret-sharing scheme with
k > n/2 and random evaluation places is leakage-resilience to any bounded-size
leakage family except with an exponentially small probability. This result is a
partial derandomization of the leakage-resilience of the Massey secret-sharing
scheme corresponding to a random linear code. We prove our result using the
second-moment technique inspired by the first result and the Fourier-analytic
approach together with Bézout’s theorem inspired by [25]. Our result is near-
optimal due to the inherent barrier when k/n 6 0.5 for the Fourier-analytic
approach pointed out in [28] (see Remark 2 for details).

1.1 Our Contribution

Relevant work Secret sharing scheme Leakage family Reconstruction
threshold (k + 1)

BDIR’18 [5] Shamir secret-sharing
with any fixed evaluation places arbitrary local k > 0.85 · n

MPSW’21 [28] Massey secret-sharing
of a random linear code arbitrary local k > 0.5 · n

MNPSW’21 [25] Shamir secret-sharing
with random evaluation places physical-bit k > 1,

n = poly(λ)

MNPW’22 [27] Shamir secret-sharing
with any fixed evaluation places arbitrary local k > 0.78 · n

Our work

Massey secret-sharing
of a random linear code

arbitrary global
of bounded size

k > 3,
n = poly(λ)

Shamir secret-sharing
with random evaluation places

arbitrary global
of bounded size

k > 0.5 · n,
n = poly(λ)

Table 1. Summary of relevant prior work (in chronological order) and our results,
where λ is the security parameter.

In this section, we present the main result of this paper. We refer the readers
to Table 1 for a comparison between our results and the state-of-the-art results.

This section introduces some notations to facilitate the introduction of our
results. Let λ denote the security parameter, the number of bits in the secret
shares of every party. Let F be a finite field such that 2λ−1 6 |F | < 2λ. Let n
be the number of parties and k + 1 be the reconstruction threshold.
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Leakage-resilient secret-sharing. Consider a secret-sharing scheme among
n parties, where every secret share is an element in F . An `-bit leakage function
is any function L : Fn → {0, 1}`. That is, L takes all the secret shares as input
and outputs an `-bit (joint) leakage. For any `-bit leakage function L and any
secret s ∈ F , we define L(s) as the distribution of the leakage when one applies
L to the secret shares of s. A secret-sharing scheme is ε-leakage-resilient against
L if for all secrets s(0) and s(1), the statistical distance between the leakage joint
distributions L

(
s(0)
)
and L

(
s(1)
)
is (at most) ε. Finally, let L be a collection

of some `-bit leakage functions. A secret-sharing scheme is an (L, ε)-leakage-
resilient secret-sharing scheme if it is ε-leakage-resilient against every leakage
function L ∈ L.

Linear code. A linear code C ⊆ F (n+1) is a linear subspace. Suppose the
dimension of C is k + 1. A matrix G+ ∈ F (k+1)×(n+1) is a generator matrix of
C if the rows of G+ span the subspace C. The generator matrix G+ is in the
standard form if G+ = [Ik+1|P ]. That is, the first k + 1 columns of G+ is the
identity matrix. We refer to P as the parity-check matrix.

Massey secret-sharing schemes [30]. Given a linear code C ⊆ F (n+1),
the Massey secret-sharing scheme corresponding to a code C is defined as follows.
For a secret s ∈ F , one samples a random codeword (s0, s1, . . . , sn) ∈ C such
that s0 = s. For i ∈ {1, 2, . . . , n}, the ith secret share is si ∈ F .

Shamir secret-sharing schemes [34]. Let s ∈ F be the secret and ~X =
(X1, X2, . . . , Xn) ∈ (F ∗)n be distinct evaluation places, i.e., Xi 6= Xj for all i 6=
j. The [n, k + 1, ~X]F -Shamir secret-sharing scheme picks a random polynomial
P (X) ∈ F [X]/Xk+1 conditioned on the fact that P (0) = s. The secret shares of
parties 1, 2, . . . , n are s1 = P (X1), s2 = P (X2), . . . , sn = P (Xn), respectively.

Result I: Leakage-resilience of random linear codes. We prove the fol-
lowing theorem regarding the leakage-resilience of a random linear code.

Theorem 1 (Technical Result). Let L be a family of `-bit (joint) leakage
functions and F be a finite field (possibly, of composite order). Let n, k ∈ N be ar-
bitrary parameters such that k < n. Define G+ = [Ik+1|P] as a random variable
over the sample space F (k+1)×(n+1), where every element of P ∈ F (k+1)×(n−k)

is sampled independently and uniformly at random from the field F . The Massey
secret-sharing scheme corresponding to G+ is (L, ε)-leakage-resilient except with
probability (at most)

8`

ε2
· |L|
|F |k−2

.

In particular, if ε =
(
8` · |L|/|F |k−2

)1/3
, then this failure probability is also (at

most) ε.

Observe that the randomness complexity of this Monte-Carlo construction for
leakage-resilient secret-sharing scheme is O(k · (n− k) · lg|F |) bits. Next, we in-
terpret our technical result via a sequence of corollaries. We always consider a
finite field F such that 2λ−1 6 |F | < 2λ and n, k = poly(λ) unless specified.
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Corollary 1. Let c > 0 be an arbitrary positive constant. Let L be an arbitrary
`-bit leakage family such that

|L| 6 |F |k−2−c/8`.

Then, the Massey secret-sharing scheme corresponding to G+ is (L, exp(−Ω(λ)))-
leakage-resilient except with probability exp(−Ω(λ)).

We remark that for a small leakage family L, such as the physical-bit leakage
family, any constant n and k = 3 suffices to ensure leakage-resilience. For the
Massey secret-sharing scheme corresponding to an arbitrary linear code, having
a small reconstruction threshold is desirable in the following two ways.

First, when n > (k+1)2, parties can locally transform the secret shares of two
secrets into the secret shares of their product. This enables secret-sharing-based
multiparty computation protocols to perform secure multiplication.

Second, when we consider malicious parties who may not report their shares
honestly, reconstructing the secret is significantly challenging. In fact, decoding
erroneous random linear code is believed to be computationally hard [32, 33].
However, if k is a constant, one can efficiently decode using (exhaustive search-
based) majority voting techniques.

Remark 1. Our result is near-optimal as follows. Define L∗ as the set of all leak-
age functions defined by (S, α1, α2, . . . , αk+1), where S = {i1, i2, . . . , ik+1} ⊆
{1, 2, . . . , n}, and α1, . . . αk+1 ∈ F . The (` = 1)-bit leakage function correspond-
ing to (S, α1, . . . , αk+1) indicates whether

α1 · si1 + α2 · si2 +· · ·+ αk+1 · sik+1
= 0,

or not. Here si1 , . . . , sik+1
represents the i1-th, . . . , ik+1-th secret share, respec-

tively. The size of this leakage family is O
(
nk+1 · |F |k+1

)
.

For any Massey secret-sharing scheme corresponding to the linear code gen-
erated by [Ik+1|P ], there is a leakage function in the family L that can dis-
tinguish the secret s(0) = 0 from the secret s(1) = 1. Given the generator
matrix [Ik+1|P ] there are (at most) k + 1 columns i1, . . . , ik+1 that span the
generator matrix’s 0-th column. Therefore, there exists a linear reconstruction
α1 · si1 + · · · + αk+1 · sik+1

for the secret. The leakage function corresponding
to (S = {i1, . . . , ik+1}, α1, . . . , αk+1) distinguishes the secret s(0) = 0 from any
s(1) ∈ F ∗ (for example, s(1) = 1).

In comparison, we show that G+ is leakage-resilient to any family L if |L| 6
|F |k−2−c for an arbitrary constant c > 0. The near optimality of our result
follows from the fact that n = poly(λ) and |F | ≈ 2λ.

Next, we interpret our result in context of the motivating example of leakage-
resilient secure computation. Suppose t parties participating in the secure com-
putation protocol collude and obtain additional one-bit physical-bit local leakage
on the secret shares of the remaining honest parties. The total number of bits
leaked is

` = t · λ+ (n− t) 6 tλ+ n.
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The total number of leakage functions is

|L| =
(
n

t

)
· λn−t 6 2n · λn.

Therefore, k = ω(n log λ/λ) and t 6 k/3− c′ ensures that |L| 6 |F |k−2−c/8`, for
any positive constant c′. The following corollary summarizes this result.

Corollary 2. Let L be the leakage family that leaks t secret shares in the entirety
and one physical bit from the remaining shares. Then, Massey secret-sharing
scheme corresponding to G+ is (L, exp(−Ω(λ)))-leakage-resilient except with
exp(−Ω(λ)) probability if we have

k = ω(n log λ/λ) and t 6 k/3− c′,

where c′ is an arbitrary constant.

Next, we interpret our result in the context of more sophisticated local leakage
attacks. We consider the local leakage attack where every local leakage function
is a small circuit. These circuits take the λ-bit binary representation of F as
input. We consider two natural families of circuits.

Local leakage with bounded-depth circuits. Let NC0
d be the set of circuits with

depth at most d. The size of NC0
d is upper-bounded by

(
λ
2d

)
· 22d . The size of

the local leakage family where every local leakage function is NC0
d that leaks

one bit is upper-bounded by
((

λ
2d

)
· 22d

)n
. Consequently, the prerequisite of

Corollary 1 holds (for all constant d) as long as k = ω(n log λ/λ). Hence, we
have the following corollary.

Corollary 3. Let L be the local leakage family where every local leakage function
is NC0 that leaks one bit. Massey secret-sharing scheme corresponding to G+ is
(L, exp(−Ω(λ)))-leakage-resilient except with exp(−Ω(λ)) probability if we have

k = ω(n log λ/λ).

In particular, for any constant n and k = 3, the corresponding Massey secret-
sharing scheme is leakage-resilient.

We remark that the NC0-local leakage family is a superset of the physical-
bit local leakage family (for example, as considered in the recent work of [25]).
[25] proved that the Shamir secret-sharing scheme with reconstruction threshold
k > 2 and random evaluation places is leakage-resilient to physical-bit leakages,
which is a significantly smaller subset of the NC0

d local leakage considered in our
work.
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Local leakage with bounded-size circuits. The number of circuits of size (at most)
s is upper-bounded by (10s) · 2s [3]. Hence, the size of the local leakage family
where every local leakage function is a circuit of size (at most) s that leaks one
bit is upper-bounded by (10s ·2s)n. Consequently, the prerequisite of Corollary 1
holds as long as k = ω(n · s/λ). Thus, we have the following corollary.

Corollary 4. Let L be the local leakage family where every local leakage func-
tion is a circuit of size (at most) s that leaks one bit. Massey secret-sharing
scheme corresponding to G+ is (L, exp(−Ω(λ)))-leakage-resilient except with
exp(−Ω(λ)) probability if we have

k = ω(n · s/λ).

In particular, when s = o(λ/
√
n), one may pick k 6

√
n.

For example, using a large-enough finite field F such that λ = n2, the Massey
secret-sharing scheme corresponding to random linear codes is leakage-resilient
to size-(s = n) local leakage circuits.

Leakage-resilience of randomly twisted additive secret-sharing. Fix a finite field
F . The additive secret-sharing scheme over F for n parties chooses random se-
cret shares s1, s2, . . . , sn ∈ F conditioned on s1 + s2 + · · · + sn = s, where
s ∈ F is the secret. For a (publicly-known) twist (α1, α2, . . . , αn) ∈ (F ∗)

n,
the corresponding twisted additive secret-sharing scheme chooses random se-
cret shares s1, s2, . . . , sn ∈ F conditioned on

∑n
i=1 αi · si = s. The randomly

twisted additive secret-sharing scheme picks a uniformly random public twist
(α1, . . . , αn) ∈ (F ∗)

n and shares the secret using the corresponding twisted ad-
ditive secret-sharing scheme.

When the reconstruction threshold is identical to the number of parties, our
result also implies the leakage-resilience of randomly twisted additive secret-
sharing.5

Corollary 5. Let c > 0 be an arbitrary positive constant. Let L be an arbitrary
`-bit leakage family such that

|L| 6 |F |n−2−c/8`.

If n = o(λ), the randomly twisted additive secret-sharing scheme is (L, exp(−Ω(λ)))-
leakage-resilient except with probability exp(−Ω(λ)).

Reverse Multiplication Friendly Embedding (RMFE). The reverse multiplication
friendly embedding (RMFE) [7, 10, 8] is a bilinear map that embeds SIMD-style
multiple instances of the multiplication over a small field (say F ′) into a single
multiplication instance over an extension field F . Therefore, RMFE modularly

5 This observation is due to that a random square matrix over a large enough field F
is full-rank with overwhelming probability.
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packs multiple F ′ secrets into one F secret in a manner that is addition and mul-
tiplication friendly, making these mappings suitable for cryptographic applica-
tions. The number of packed secrets is linear in the degree of the extension [10, 8].
For example, one can pack Θ(λ) secrets in F ′ = GF [2]) (i.e., binary secrets) into
one F = GF [2λ] secret. An RMFE-based packed secret-sharing scheme packs F ′
secrets into one F secret and secret shares this F secret.

Observe that our leakage-resilience result for the Massey secret-sharing schemes
corresponding to random linear codes also holds for extension fields F with ar-
bitrary small characteristics (e.g., characteristic-2). Consequently, the RMFE-
based packed secret-sharing scheme over F ′ (as described above) is leakage-
resilient because the secret-sharing over F is leakage-resilient. This consequence
extends our technical results to construct leakage-resilient secret-sharing schemes
for (multiple) constant-size secrets.

The Monte-Carlo construction presented above samples a fully random par-
ity check matrix P ∈ F (k+1)×(n−k), which requires k(n − k) independent and
uniformly random elements from the finite field F . We partially derandomize
this result using (a variant of) the Wozencraft ensemble. In particular, we use
two types of partially random matrices.

Wozencraft Ensemble W. Consider a finite field K, which is a degree k exten-
sion of F . The Wozencraft ensemble maps every element α ∈ K to a matrix
M(α) ∈ F k×k. To sample a k × (n − k) matrix, one picks m = d(n− k)/ke
random elements α(1), . . . ,α(m) ∈ K. The sampled matrix W shall be the first
n− k columns of the matrix

[
M
(
α(1)

)
| · · · |M

(
α(m)

)]
. We refer the readers to

Definition 3 for more details.

t-Row Random Matrix M(t). For this random matrix, the first t rows are sampled
independently and uniformly at random. The remaining rows are fixed to be 0.
Refer to Definition 2 for more details.

Using these two types of partially random matrices, we prove the following
theorem. A proof is provided in Appendix 6.

Theorem 2. Let L be an arbitrary family of `-bit leakage functions and F be a
finite field (possibly, of composite order). Let n, k ∈ N be arbitrary parameters
such that k < n. Define G+ = [Ik+1|P] as a random variable over the sample
space F (k+1)×(n+1), where P is sampled as follows.

– Entries of the first row of P are sampled independently and uniformly at ran-
dom from F .

– The submatrix consisting of the rest of the rows, refer to as R, is sampled as
W +M(t), where W and M(t) are sampled independently.

The Massey secret-sharing scheme corresponding to G+ is (L, ε)-leakage-resilient
except with probability (at most)

8`

ε2
· |L|
|F |t−2

.
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In particular, ε =
(
8` · |L|/|F |t−2

)1/3
ensures that the failure probability is at

most ε. Furthermore, ε is exponentially decaying when |L| 6 |F |t−2−c/8`, where
c > 0 is a constant. The random F -elements required to sample G+ is (t+1)(n−
k) + k ·

⌈
n−k
k

⌉
.

Result II: Leakage resilience of Shamir’s secret sharing schemes with
random evaluation places. Our second result is the following.

Theorem 3. Let F be a prime order field of size p. Let L be an arbitrary family
of `-bit joint leakage functions. Define ~X be a random variable, where ~X is chosen
uniformly at random from the set (F ∗)n such that Xi 6= Xj for all i 6= j. The
[n, k+1, ~X]F -Shamir’s secret-sharing scheme corresponding to randomly chosen
evaluation places ~X is (L, ε)-leakage-resilient except with probability at most

4 · |L| · 8` · pn−k+1 · k!
ε2 · (p− n)k

.

In particular, setting ε =
(
4 · |L| · 8` · pn−k+1 · k!/(p− n)k

)1/3 ensures that the
failure probability is at most ε.

Our proof of this theorem combines the combinatorial proof techniques used in
our first result with the Fourier-analytic approach in the literature [5, 25, 28, 27].

Observe that the randomness complexity of this construction is O(n · lg|F |)
bits. Next, we interpret our technical result as follows. We omit the details for
the leakage-resilience of Shamir secret-sharing schemes against local leakage with
bounded-depth or bounded-size circuits.

Corollary 6. Let c and δ be arbitrary positive constants. Let L be an arbitrary
`-bit leakage family such that

|L| 6 (p− n)k−c

4 · 8` · pn−k+1 · k!
.

Let F be a finite field such that 2λ−1 6 |F | < 2λ, k = (1/2+δ)n, and n = poly(λ).
Then, the [n, k + 1, ~X]F -Shamir’s secret-sharing scheme is (L, exp(−Ω(λ)))-
leakage-resilient except with probability exp(−Ω(λ)).

We note that any constant n and k > (n + 1)/2 suffices to ensure leakage-
resilience for any small enough leakage family, for example, the physical-bit leak-
age family.

Remark 2. The inherent barrier of the existing Fourier’s analytic approach as
pointed out in [28] tells us that k/n must be greater than 1/2 to achieve leakage-
resilient even against a leakage family of size one that contains only the quadratic
residue leakage function. Our result shows that any k > (n + 1)/2 suffices, and
the larger value of k the bigger size of the leakage family. Let L∗∗ be the set of all
1-bit leakage functions that indicate whether λ1 ·s1+λ2 ·s2+· · ·+λk+1 ·sk+1 = 0,
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where s1, s2, . . . , sk+1 are the secret shares of parties 1, 2, . . . , k + 1, respectively,
and λj are the Lagrange coefficients defined as

λj :=
∏

i∈{1,2,··· ,k+1}\{j}

(
Xi

Xi −Xj

)
.

The size of L∗∗ is equal to the number of tuples (λ1, λ2, · · · , λk), which is equal to
(p−1)·(p−2) · · · (p−k−1). For any Shamir’s secret-sharing scheme corresponding
to the evaluation places ~X, there is a leakage function in the family L∗∗ that
can distinguish the secret s(0) = 0 from any other secret. Observe that when k
is close to n, our result is near-optimal.

1.2 Prior Relevant Works

Since the introduction of leakage-resilient secret-sharing [5, 16], there are two
main research directions. The first direction is to construct new secret-sharing
schemes that are leakage-resilient against various models of leakages [16, 2, 35, 4,
22, 9, 11]. The other direction is to investigate the leakage-resilience of prominent
secret-sharing schemes against local leakages [5, 23, 25, 1, 28]. We shall focus
our discussion on the second line of work.

Interestingly, the leakage-resilience of the Massey secret-sharing scheme is
connected to the exciting problem of repairing a linear code in the distributed
storage setting. For example, Guruswami and Wootters [17, 18] presented a re-
construction algorithm that obtains one bit from every block of a Reed-Solomon
code to repair any block when the field has characteristic two. Their results
show that Shamir’s secret-sharing schemes over characteristic two fields are ut-
terly broken against general one-bit local leakages.

For the case of prime-order fields, [6, 28] proved that Shamir secret-sharing
scheme is robust to one-bit local leakage if the reconstruction threshold k >
0.85n. Very recently, [27] improved this threshold to k > 0.78n. Furthermore,
[28] proved that when k > 0.5n, the Massey secret-sharing scheme corresponding
to a random linear code is leakage-resilient even if a constant number of bits
are leaked from every share. For restricted families of leakages, [25] studied the
physical-bit leakage attacks on the Shamir secret-sharing scheme. They proved
that the Shamir secret-sharing scheme with random evaluation places is leakage-
resilient to this family when reconstruction threshold k > 2.

From the lower bound perspective, Nielsen and Simkin [31] proved that
Shamir secret-sharing scheme is not locally leakage-resilient if m ≈ k · log|F |/n
bits is leaked from every secret share. Finally, the recent work of [26] proved that
the “parity-of-parity” attack [25] on the additive secret sharing scheme has the
optimal distinguishing advantage of 2−Θ(n). Hence, if an additive secret sharing
scheme is 1-bit locally leakage-resilient it must hold that n = ω(log λ).
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2 Technical Overview

Let λ represent the security parameter. Let F be a finite field (possibly, of
composite order) such that 2λ−1 6 |F | < 2λ. That is, every element of F has
a λ-bit representation. Let n represent the number of secret shares and k + 1
represent the reconstruction threshold of the secret-sharing scheme.

Overview of result I. Consider a generator matrix G+ ∈ F (k+1)×(n+1) in
the standard form, i.e., G+ = [Ik+1|P ]. The linear code generated by G+ (i.e.,
the row span of G+) is denoted by 〈G+〉. We shall index the rows of G+ by
{0, 1, . . . , k} and the columns of G+ by {0, 1, . . . , n}. We refer to the submatrix
G+
{1,...,k},{1,...,n} as G. Consider the Massey secret-sharing scheme corresponding

to the linear code 〈G+〉. Observe that the secret shares corresponding to the
secret 0 are identical to the linear code 〈G〉. Furthermore, we refer to the row
vector G+

0,{1,...,n} as ~v. This representation has the benefit of succinctly express-
ing the secret shares of s as the affine subspace s ·~v+ 〈G〉. Refer to Figure 1 for
a pictorial summary of these notations.

For now, we shall consider a fully random G+ such that every element of the
parity check matrix P is sampled independently and uniformly at random from
the finite field F .

Reduction 1. Fix any `-bit (joint) leakage family L. Our objective is to prove that
the Massey secret-sharing scheme corresponding to a random code G+ is (L, ε)-
leakage-resilient, with overwhelming probability. Observe that it is sufficient to
consider an arbitrary function L and prove an upper bound on the probability
that G+ is not ε-leakage-resilient against L. Once we have this upper bound,
invoking a union bound over all leakage functions contained in the set L yields an
upper bound on the probability that G+ is not (L, ε)-leakage-resilient. Hence,
in the rest of the discussion, we fix the leakage function L and consider the
probability that G+ is not ε-leakage-resilient against a particular `-bit leakage
function L.

Reduction 2. By definition, if G+ is not ε-leakage-resilient against L, there exists
two secrets s(0) and s(1) such that the statistical distance between L(s(0)) and
L(s(1)) is > ε. However, note that it suffices to restrict s(0) = 0. This restriction
is justified because the triangle inequality ensures that there must be a secret
s ∈ F ∗ such that the statistical distance between the leakage joint distributions
L(0) and L(s) must be at least ε/2. Henceforth, our objective is to consider a
pair of secret 0 and s ∈ F ∗ and estimate the probability that the statistical
distance between the joint leakage distribution L(0) and L(s) is > ε/2.

Reduction 3. Observe that the statistical distance between L(0) and L(s) is

1

2
·
∑

~w∈{0,1}`

1

|F |k
∣∣∣|〈G〉 ∩A~w| −

∣∣(s · ~v + 〈G〉
)
∩A~w

∣∣∣∣∣,
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where A~w := L−1(~w) is the preimage of the observed leakage ~w. For any A ⊆ Fn
and secret s ∈ F , we define the random variable

Xs,A :=
1

|F |k
∣∣∣|〈G〉 ∩A| − ∣∣(s · ~v + 〈G〉

)
∩A

∣∣∣∣∣.
Our objective can be further reduced to show that the random variable Xs,A is
sufficiently small with overwhelming probability. This bound is sufficient because
one may complete the proof by union bounding over all the choices of s ∈ F ∗
and A~w ⊆ Fn.

Upper bounding the second moment. We proceed via a second-moment technique
to prove that the random variable Xs,A is sufficiently small with overwhelming
probability. An upper bound on the expectation of the second moment suffices
for our proof because one can use the Chebyshev inequality to prove that Xs,A

is sufficiently small with overwhelming probability. Indeed, we prove that, when
G+ is fully random, the expectation of the second moment is small. Our results
on the second moment of the random variable Xs,A are summarized as Lemma 2.

Partial derandomization. Finally, we show that one may prove a similar bound
on the second moment of Xs,A when G+ is only partially random. In particular,
we consider the sampling part of the parity check matrix P as the sum of the
Wozencraft ensemble and the set of matrices with few random rows. Appendix 6
provides additional details on this result.

On the Combinatorial Approach. Our combinatorial approach deviates from the
Fourier-analytical approach of prior works and, hence, circumvents the road-
blocks that are inherent to it. Surprisingly, this elementary approach already
gives us near-optimal results in terms of the size of the leakage family. How-
ever, our approach does not extend to proving the leakage-resilience of Massey
secret-sharing corresponding to a fixed linear code or Shamir secret-sharing with
fixed evaluation places. It seems that our ideas does not extend to large leakage
family, for example, the entire local leakage family.

Overview of result II. We shall restrict the field F to be a prime order
field of size p in the following discussion. Let ~X be distinct evaluation places in
(F ∗)n. Consider the [n, k+1, ~X]F -Shamir’s secret-sharing scheme. Observe that
the secret shares corresponding to the secret 0 are identical to the linear code
C ~X =

〈
G ~X

〉
, where G ~X is the following matrix.

G ~X =


X1 X2 · · · Xn

X2
1 X

2
2 · · · X2

n
...

...
. . .

...
Xk

1 X
k
2 · · · Xk

n

 .

Observe also that the secret shares of a secret s ∈ F is the affine subspace
s · ~1 +

〈
G ~X

〉
, where ~1 is the vector of length n whose every coordinate is one.

We note that C ~X is an [n, k]F maximum distance separable code.
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We shall consider random distinct evaluation places ~X, and so the random
matrix G~X, which is a partial derandomization of the matrix G considered in
the first result. Our objective is to prove that Shamir’s secret-sharing scheme
corresponding to G~X is (L, ε)-leakage-resilient, with overwhelming probability.

Using a similar argument as in the case of random linear code, our objective
is reduced to show that the random variable Ys,A is sufficiently small with
overwhelming probability, where

Ys,A :=
1

pk
·
(∣∣〈G~X

〉
∩A

∣∣− ∣∣∣( 〈G~X

〉
+ s ·~1

)
∩A

∣∣∣).
We once again use the second-moment technique to prove that the random vari-
able Ys,A is sufficiently small with high probability (see Lemma 3). However,
we use a Fourier-analytical approach instead of the combinatorial approach for
the random linear code. The randomness in G~X is much less compared to the
randomness in G. Consequently, the combinatorial proof does not go through for
G~X. To circumvent this, we rely on the Fourier-analytical approach [5, 25, 28].
However, unlike prior works, our analysis can handle not only local leakage but
also global leakage. In addition, our proof imports a result (Claim 3) from [25]
that upper-bounds the probability that a codeword ~α belongs to a random code〈
G~X

〉⊥, which follows from a generalization of Bézout’s theorem.

Comparison with [25]. In a recent work, Maji et al. [25] considered the
leakage-resilience of Shamir secret-sharing against physical-bit leakage. They
proved that the Shamir secret-sharing scheme with random evaluation places is
leakage-resilient to the physical-bit leakage family for any reconstruction thresh-
old (k + 1) > 2. The Shamir secret-sharing scheme is multiplication-friendly for
any k < n/2.

In comparison to our result I, for the physical-bit leakage family, we prove
that the Massey secret-sharing scheme corresponding to a random linear code
is leakage-resilient for any reconstruction threshold (k + 1) > 4. The product
of the Massey secret-sharing scheme corresponding to a general linear code is a
ramp secret-sharing scheme (with k-privacy and (k+ 1)2-reconstruction thresh-
old). Hence, Massey’s secret-sharing scheme corresponding to a general linear
code is multiplication-friendly when n > (k + 1)2. However, our result is signif-
icantly more general as it applies to arbitrary small (potentially joint) leakage
families. In contrast, the techniques of [25] follow the Fourier analytic approach
and, hence, cannot be extended to arbitrary local leakage families (due to the
bottleneck presented by [28]).

The result in [25] is incomparable to our result II. Their result is only for the
physical-bit leakage family but works for any (k+1) > 2, while our result works
for any bounded-size joint leakage family but requires that the reconstruction
threshold is > (n+ 1)/2.

Comparison with [28, 6]. Benhamouda et al. [6] proved that the Shamir
secret-sharing scheme is leakage-resilient to all local leakage functions when k >
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0.85n. Similarly, Maji et al. [28] proved that the Massey secret-sharing scheme
corresponding to a random linear code is leakage-resilient to all local leakage
functions when k > 0.5n.

Both results are incomparable to our result I as they require a significantly
higher threshold k, but proved a stronger result, i.e., leakage-resilience against
all local leakage functions. In particular, the parameter settings for k and n in
their results are not multiplication-friendly.

Again both results are incomparable to our result II as the size of all the local
leakage functions is significantly larger than the size of the bounded-size joint
leakage family in ours. Theirs and ours require a high reconstruction threshold.

3 Preliminaries

Throughout this paper, we use F for a finite field. Our work uses the length of
the binary representation of the order of the field F as the security parameter λ,
i.e., λ = log2|F |. The total number of parties n = poly(λ) and the reconstruction
threshold k = poly(λ) as well. The objective of our arguments shall be to show the
insecurity of the cryptographic constructions is ε = negl(λ), i.e., a function that
decays faster than any inverse-polynomial of the λ. For any two distributions
A and B over the same sample space (which is enumerable), the statistical
distance between the two distributions, represented by SD(A,B), is defined as
1
2 ·
∑
x|Pr[A = x]− Pr[B = x]|.

For any set A, we denote the indicator function of the set A as 1A. That is,
1A(x) = 1 if x ∈ A and 0 otherwise. For an element x and a set S, we use x+ S
to denote the set {x+ s : s ∈ S}.

3.1 Matrices

A matrix M ∈ F k×n has k-rows and n-columns, and each of its element is in F .
Let I ⊆ {1, . . . , k} and J ⊆ {1, . . . , n} be a subset of row and column indices,
respectively. The matrix M restricted to rows I and columns J is represented
by MI,J . If I = {i} is a singleton set, then we represent Mi,J for M{i},J . The
analogous notation also holds for singleton J . Furthermore, G∗,J represents the
columns of G indexed by J (all rows are included). Similarly, G∗,j represents the
j-th column of the matrix G. Analogously, one defines GI,∗ and Gi,∗.

Some parts of the documents use {0, 1, . . . , k} as row indices and {0, 1, . . . , n}
as column indices for a matrix G+ ∈ F (k+1)×(n+1).

3.2 Codes and Linear Secret-sharing Schemes

We use the following notations for error-correcting codes as consistent with [24].
A linear code C (over the finite field F ) of length (n+1) and rank (k+1) is a

(k+1)-dimension vector subspace of Fn+1, referred to as an [n+1, k+1]F -code.
The generator matrix G ∈ F (k+1)×(n+1) of an [n+1, k+1]F linear code C ensures
that every element in C can be expressed as ~x ·G, for an appropriate ~x ∈ F k+1.
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Given a generator matrix G, the row-span of G, i.e., the code generated by G, is
represented by 〈G〉. A generator matrixG is in the standard form ifG = [Ik+1|P ],
where Ik+1 ∈ F (k+1)×(k+1) is the identity matrix and P ∈ F (k+1)×(n−k) is the
parity check matrix. In this work, we always assume that the generator matrices
are in their standard form.

Maximum Distance Separable Codes. The distance of a linear code is the
minimum weight of a non-zero codeword. An [n, k]F -code is maximum distance
separable (MDS) if its distance is (n− k + 1).

Massey Secret-sharing Schemes. Let C ⊆ Fn+1 be a linear code. Let
s ∈ F be a secret. The Massey secret-sharing scheme corresponding to C picks
a random element (s, s1, . . . , sn) ∈ C to share the secret s. The secret shares of
parties 1, . . . , n are s1, . . . , sn, respectively.

Recall that the set of all codewords of the linear code generated by the
generator matrix G+ ∈ F (k+1)×(n+1) is{

~y : ~x ∈ F k+1, ~x ·G+ =: ~y
}
⊆ Fn+1.

For such a generator matrix, its rows are indexed by {0, 1, . . . , k} and its columns
are indexed by {0, 1, . . . , n}. Let s ∈ F be the secret. The secret-sharing scheme
picks independent and uniformly random r1, . . . , rk ∈ F . Let

(y0, y1, . . . , yn) := (s, r1, . . . , rk) ·G+.

Observe that y0 = s because the generator matrix G+ is in the standard form.
The secret shares for the parties 1, . . . , n are s1 = y1, s2 = y2, . . . , sn = yn,
respectively. Observe that every party’s secret share is an element of the field
F . Of particular interest will be the set of all secret shares of the secret s = 0.
Observe that the secret shares form an [n, k]F -code that is 〈G〉, where G =
G+
{1,...,k}×{1,...,n}. Note that the matrix G is also in the standard form. The

secret shares of s ∈ F ∗ form the affine space s · ~v + 〈G〉, where ~v = G+
0,{1,...,n}.

Refer to Figure 1 for a pictorial summary.

1

Ik R

~v

Fig. 1. A pictorial summary of the generator matrix G+ = [Ik+1 | P ], where P
is the shaded matrix. The indices of rows and columns of G+ are {0, 1, . . . , k} and
{0, 1, . . . , n}, respectively. The (blue) matrix G = [Ik | R] is a submatrix of G+. In
particular, the secret shares of secret s = 0 form the code 〈G〉. The (red) vector is ~v. In
particular, for any secret s, the secret shares of s form the affine subspace s · ~v + 〈G〉.
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Suppose parties i1, . . . , it ∈ {1, . . . , n} come together to reconstruct the secret
with their, respective, secret shares si1 , . . . , sit . Let G

+
∗,i1 , . . . , G

+
∗,it ∈ F

(k+1)×1

represent the columns indexed by i1, . . . , it ∈ {1, . . . , n}, respectively. If the
column G+

∗,0 ∈ F (k+1)×1 lies in the span of
{
G+
∗,i1 , . . . , G

+
∗,it
}
then these parties

can reconstruct the secret s using a linear combination of their secret shares.
If the column G+

∗0 does not lie in the span of
{
G+
∗,i1 , . . . , G

+
∗,it
}
then the secret

remains perfectly hidden from these parties.
Shamir Secret-sharing Schemes. Let F be a prime field. Let ~X = (X1, . . . , Xn)

be evaluation places satisfying (1) Xi ∈ F ∗ for all 1 6 i 6 n, and (2) Xi 6= Xj for
all 1 6 i < j 6 n. The corresponding [n, k, ~X]F -Shamir secret-sharing is defined
as follows.

– Given secret s ∈ F , Share ~X(s) independently samples a random ai ∈ F , for
all 1 6 i < k. The ith share of Share ~X(s) is

Share
~X(s)i := s+ a1Xi + a2X

2
i + · · ·+ ak−1X

k−1
i .

– Given shares
(
Share

~X(s)i1 , . . . ,Share
~X(s)it

)
, Rec ~X interpolates to obtain the

unique polynomial f ∈ F [X]/Xk such that f(Xij ) = Share
~X(s)ij for all 1 6

j 6 t, and outputs f(0) to be the reconstructed secret.

3.3 Joint Leakage-resilience of Secret-sharing Scheme

Consider an n-party secret-sharing scheme, where every party gets an element
in F as their secret share. Let L be an `-bit joint leakage function, i.e., L : Fn →
{0, 1}`. Let L(s) be the distribution of the leakage defined by the experiment: (a)
sample secret shares (s1, . . . , sn) for the secret s, and (b) output L(s1, . . . , sn).

Definition 1. Let L be a family of `-bit joint leakage functions. We say a secret-
sharing scheme is ε-leakage-resilient against L if for all leakage functions L ∈ L
and for all secrets s(0) and s(1), we have

SD
(
L
(
s(0)
)
,L
(
s(1)
))

6 ε.

3.4 Fourier Analysis

Let F be a prime field of order p and let n be a positive integer. For any complex
number a ∈ C, let a represent its conjugate. For any two functions f, g : Fn → C,
their inner product is

〈f, g〉 := 1

pn
·
∑
~x∈Fn

f(~x) · g(~x).

Let ω = exp(2πı/p) be the pth root of unity. For all ~α ∈ Fn, the function
χ~α : F

n → C is defined to be

χ~α(~x) := ω~α·~x,
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where ~α · ~x is the inner product over Fn. The respective Fourier coefficient f̂(~α)
is defined as

f̂(~α) := 〈f, χ~α〉 .
We have the following facts and lemma.

Fact 1 (Fourier Inversion Formula) f(~x) =
∑
α∈Fn f̂(~α) · ω~α·~x.

Fact 2 (Parseval’s Identity) 1
pn

∑
~x∈Fn |f(~x)|2 =

∑
~α∈Fn

∣∣∣f̂(~α)∣∣∣2.
Lemma 1 (Poisson Summation Formula). Let C ⊆ Fn be a linear code
with dual code C⊥. Let f : Fn → C be an arbitrary function. Then, the following
identity holds.

E
~x∈C

[f(~x)] =
∑
~α∈C⊥

f̂(~α)

In particular, if f(~x) = f1(x1) · f2(x2) · · · fn(xn), where fi : F → C for every
1 6 i 6 n, it holds that

E
~x←C

[
n∏
i=1

fi(xi)

]
=
∑
~y∈C⊥

(
n∏
i=1

f̂i(yi)

)
.

4 Leakage-resilience of Fully Random Code

In this section, we consider the fully random generator matrix G+ = [Ik+1|P].
That is, every entry of the parity check matrix P is sampled as an independently
uniformly random element from F . Fix any small leakage family L. We shall
show that the Massey secret-sharing scheme corresponding to G+ is leakage-
resilient to L with overwhelming probability. In particular, we prove the following
theorem.

Theorem 4. Let L be an arbitrary family of `-bit joint leakage functions. The
Massey secret-sharing scheme corresponding to fully random G+ is ε-leakage-
resilient against L except with probability

6
|L| · 8`

ε2 · |F |k−2
.

In particular, letting ε =
(
|L| · 8`/|F |k−2

)1/3
ensures that the failure probability

is at most ε. Furthermore, ε is exponentially decaying when |L| 6 |F |k−2−c/8`,
where c > 0 is an arbitrary constant.

Remark 3. We note that a fully random matrix over (exponentially large) F is
maximum distance separable (MDS) with overwhelming probability when 2n =
o(|F |). Hence, the resulting Massey secret-sharing scheme is a (k + 1)-out-of-
n threshold secret-sharing scheme with overwhelming probability. We refer the
readers to Appendix B.1 of [28] for a proof.
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We shall present a combinatorical proof of this theorem. First, it shall be
convenient to define the following random variable. For any secret s ∈ F and
any subset A ⊆ Fn, define

Xs,A :=
1

|F |k
·
(
|〈G〉 ∩A| −

∣∣( 〈G〉+ s · ~v
)
∩A

∣∣).
Recall that 〈G〉 is the set of all the secret shares of secret 0. Furthermore, 〈G〉+s·~v
is the set of all the secret shares of secret s. Hence, the random variable Xs,A

represents the difference in the probability that the secret shares falls into the
set A between secret being 0 and s. Our key technical lemma is the following.

Lemma 2 (Key Technical Lemma). For any secret s ∈ F and any subset
A ⊆ Fn, it holds that

E
G+

[
(Xs,A)

2
]
6

1

|F |k−1
.

Let us first show why Lemma 2 is sufficient to prove Theorem 4.

Proof (Proof of Theorem 4 using Lemma 2). First, Lemma 2 implies that, for
all t > 0, we have

Pr
G+

[|Xs,A| > t] 6
1

t2 · |F |k−1
(1)

since

Pr
G+

[|Xs,A| > t] 6
E
[
(Xs,A)

2
]

t2
(Markov’s inequality)

6
1

t2 · |F |k−1
. (Lemma 2)

Given this, observe that

Pr
G+

[
G+ is not ε-leakage-resilient against L

]
= Pr

G+

[
∃s(0), s(1), ∃L ∈ L, SD

(
L
(
s(0)
)
,L
(
s(1)
))

> ε
]

6 Pr
G+

[∃s, ∃L ∈ L, SD (L (0),L (s)) > ε/2]

6
∑
L∈L

(
Pr
G+

[∃s, SD (L (0),L (s)) > ε/2]

)
. (Union bound)

Fix any L ∈ L. For any leakage ~w ∈ {0, 1}`, let A~w := L−1 (~w). That is, A~w is
the set of secret shares that would result in the leakage ~w. It holds that

Pr
G+

[∃s, SD (L (0),L (s)) > ε/2]

= Pr
G+

∃s, 1

2
·
∑

~w∈{0,1}`
|Xs,A~w

| > ε/2

 (By definition of SD and Xs,A~w
)
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6
∑
s∈F

Pr
G+

 ∑
~w∈{0,1}`

|Xs,A~w
| > ε

 (Union bound)

6
∑
s∈F

(
Pr
G+

[
∃~w ∈ {0, 1}`, |Xs,A~w

| > ε/2`
])

(Pigeon-hole principle)

6
∑
s∈F

∑
~w∈{0,1}`

(
Pr
G+

[
|Xs,A~w

| > ε/2`
])

(Union bound)

6 |F | · 2` · 22`

ε2 · |F |k−1
(since Equation 1 applies to arbitrary A and s)

=
8`

ε2 · |F |k−2
.

Combining everything, we get

Pr
G,v

[
G+ is not ε-leakage-resilient

]
6
|L| · 8`

ε2 · |F |k−2
.

We complete the proof of Theorem 4 by proving our key technical lemma.

Proof (Proof of Lemma 2). Recall that

Xs,A =
1

|F |k
·
(
|〈G〉 ∩A| −

∣∣( 〈G〉+ s · ~v
)
∩A

∣∣).
Hence, the second moment of Xs,A can be written as

(Xs,A)
2
=

1

|F |2k
·
∑

~x,~y∈Fk

(
1A (~x ·G)− 1A (~x ·G+ s · ~v)

)
·

(
1A (~y ·G)− 1A (~y ·G+ s · ~v)

)
.

For short, for all ~x and ~y, let us define

T~x,~y :=
(

1A (~x ·G)− 1A (~x ·G+ s · ~v)
)(

1A (~y ·G)− 1A (~y ·G+ s · ~v)
)
.

Recall that G = [Ik|R] is in the standard form and the first k coordinates of ~v
are 0 (refer to Figure 1). Hence, one may write

T~x,~y =
(

1A(~x) (~x ·R)− 1A(~x)

(
~x ·R+ s · ~v{k+1,...,n}

) )
·(

1A(~y) (~y ·R)− 1A(~y)

(
~y ·R+ s · ~v{k+1,...,n}

) )
where

A(~x) := A
⋂

{x1} × · · · × {xk} × F × · · · × F︸ ︷︷ ︸
n−k times
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and
A(~y) := A

⋂
{y1} × · · · × {yk} × F × · · · × F︸ ︷︷ ︸

n−k times

.

Clearly, ~x · R and ~y · R are both uniform over Fn−k. Moreover, observe that
~x · R and ~y · R are independent random variables when ~x and ~y are linearly
independent. Therefore, fix any linearly independent ~x and ~y, we have

E
G+

[T~x,~y] =E
~v

[
E
R

[(
1A(~x) (~x ·R)− 1A(~x)

(
~x ·R+ s · ~v{k+1,...,n}

) )]
· E
R

[(
1A(~y) (~y ·R)− 1A(~y)

(
~y ·R+ s · ~v{k+1,...,n}

) )] ]

=E
~v

[(
|A(~x)|
|F |n−k

− |A(~x)|
|F |n−k

)(
|A(~x)|
|F |n−k

− |A(~x)|
|F |n−k

)]
= 0

Let us define the bad set as

Bad := {(~x, ~y) : ~x and ~y are linearly dependent} .

Hence, we have shown that

(~x, ~y) /∈ Bad =⇒ E
G+

[T~x,~y] = 0.

On the other hand, for all ~x and ~y, it trivially holds that

E
G+

[T~x,~y] 6 1.

Therefore, this completes the proof as

E
G+

[
(Xs,A)

2
]
=

1

|F |2k
∑

~x,~y∈Fk

E
G+

[T~x,~y] (Linearity of expectation)

6
1

|F |2k

 ∑
(~x,~y)/∈Bad

0 +
∑

(~x,~y)∈Bad

1

 6
1

|F |k−1
.

5 Leakage-resilience of Shamir Secret-Sharing Schemes
with Random Evaluation Places

This section considers Shamir secret-sharing over a prime order field and with
randomly chosen evaluation places. Fix any small (joint) leakage family L. We
shall show that Shamir secret-sharing with distinct random evaluation places is
leakage-resilient to L.

In this section, we write f(λ) . g(λ) for f(λ) = (1 + o(1)) · g(λ).
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Theorem 5. Let L be an arbitrary family of `-bit joint leakage functions. The
[n, k+1, ~X]F -Shamir’s secret-sharing scheme corresponding to randomly chosen
evaluation places ~X is ε-leakage-resilient against L except with probability at
most

4 · |L| · 8` · pn−k+1 · k!
ε2 · (p− n)k

.

In particular, letting ε =
(
4 · |L| · 8` · pn−k+1 · k!/(p− n)k

)1/3 ensures that the
failure probability δ is at most ε. Furthermore, ε is exponentially decaying when
|L| . (p− n)k−c/(4 · 8` · pn−k+1 · k!), where c > 0 is an arbitrary constant.

In contrast to the proof of Theorem 4, we rely on Fourier-analytical tech-
niques to prove Theorem 5. In this section, we restrict to prime field F of order
p. Consider an [n, k+1, ~X]F -Shamir secret-sharing scheme with randomly chosen
evaluation places ~X. Let C~X be the set of all possible secret shares corresponding
to the secret 0. Recall that C~X =

〈
G~X

〉
, where the generator matrix of G~X is

the following matrix.

G~X =


X1 X2 · · · Xn

X2
1 X2

2 · · · X2
n

...
...

. . .
...

Xk
1 Xk

2 · · · Xk
n

 .

Furthermore,
〈
G~X

〉
+ s · ~1 is the set of all the secret shares of secret s for any

s ∈ F . For any secret s ∈ F and any subset A ⊆ Fn, define

Ys,A :=
1

pk
·
(∣∣〈G~X

〉
∩A

∣∣− ∣∣∣( 〈G~X

〉
+ s · ~1

)
∩A

∣∣∣)
= E
~x∈C~X

[1A(~x)]− E
~x∈C~X

[
1A(~x+ s ·~1)

]
Intuitively, the random variable Ys,A represents the difference in the probability
that the secrets shares falls into the set A between the secret being 0 and s. The
following lemma is the main technical result of Theorem 5.

Lemma 3. For any secret s ∈ F and any subset A ⊆ Fn, it holds that

E
~X

[
(Ys,A)

2
]
6

4 · pn−k+1 · k!
(p− (n− k + 1)) · · · (p− n)

.
4 · pn−k+1 · k!

(p− n)k

Note that A need not be a product space. Now, we first prove Theorem 5 using
Lemma 3.

Proof (Proof of Theorem 5). Using a similar argument as in the proof of Theo-
rem 4, one can show that

Pr
~X

[
G~X is not ε-leakage-resilient against L

]
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6
∑
L∈L

∑
s∈F

∑
~w∈{0,1}`

(
Pr
G~X

[
|Ys,A~w

| > ε/2`
])

(Union bound)

6
∑
L∈L

∑
s∈F

∑
~w∈{0,1}`

4 · pn−k · k!
(p− (n− k + 1)) · · · (p− n)

·
(
2`

ε

)2

(Lemma 3 and Markov’s inequality)

=|L| · p · 2` · 22` · 4 · pn−k · k!
ε2 · (p− (n− k + 1)) · · · (p− n)

.
4 · |L| · 8` · pn−k+1 · k!

ε2 · (p− n)k
,

which completes the proof.

Next, we state all the claims that are needed for the proof of Lemma 3. Using
the Poisson summation formula (Lemma 1), the variable Ys,A can be rewritten
as follow.

Claim 1 Ys,A =
∑

~α∈C⊥
~X
\{~0} 1̂A(~α)

(
1− ω〈~α,s·~1〉

)
.

The next claim upper bounds the `2 norm of the Fourier weights corresponding
to an indicator function of an arbitrary subset of Fn. This result follows from
Parseval’s identity directly.

Claim 2 For any subset A ⊆ Fn, it holds that∑
~α∈Fn\{~0}

∣∣∣1̂A(~α)∣∣∣2 6 1.

Finally, the following claim upper bounds the probability of a non-zero vector
that is in the dual space C⊥~X, where the probability is taken over the randomness
of the evaluation places ~X. This result was proven in [25] using a generalization
of Bezout’s theorem.

Claim 3 (Claim 4 of [25]) For any non-zero vector ~α ∈ Fn, the following
bound holds.

Pr
~X

[
~α ∈ C⊥~X

]
6

k!

(p− (n− k + 1)) · · · (p− n)

Now, we are ready to prove Lemma 3.

Proof (Proof of Lemma 3). We have

E
~X

[
(Ys,A)

2
]
= E

~X


 ∑
~α∈C⊥

~X
\{~0}

1̂A(~α)
(
1− ω〈~α,s·~1〉

)
2 (Claim 1)
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6 E
~X


 ∑
~α∈C⊥

~X
\{~0}

∣∣∣1− ω〈~α,s·~1〉∣∣∣2
 ·

 ∑
~α∈C⊥

~X
\{~0}

∣∣∣1̂A(~α)∣∣∣2



(Cauchy-Schwarz)

6 E
~X


 ∑
~α∈C⊥

~X
\{~0}

4

 ·
 ∑
~α∈C⊥

~X
\{~0}

∣∣∣1̂A(~α)∣∣∣2


(Triangle inequality)

6 4 · pn−k+1 · E
~X

 ∑
~α∈C⊥

~X
\{~0}

∣∣∣1̂A(~α)∣∣∣2


= 4 · pn−k ·
∑

~α∈Fn\{~0}

∣∣∣1̂A(~α)∣∣∣2 · Pr
~X

[
~α ∈ C⊥~X

]
(Linearity of expectation)

6 4 · pn−k ·
∑

~α∈Fn\{~0}

∣∣∣1̂A(~α)∣∣∣2 · k!

(p− (n− k + 1)) · · · (p− n)

(Claim 3)

6
4 · pn−k · k!

(p− (n− k + 1)) · · · (p− n)
(Claim 2)

.
4 · pn−k · k!
(p− n)k

.

This completes the proof.

6 Leakage-resilience of Partially Random Code

In this section, we show a natural trade off between the amount of randomness
one uses and the size of the leakage family that the secret-sharing scheme is
resilient against. Intuitively, we show that, for any constant t ∈ N, one may
employ t · (n − k) random elements from F to sample the random generator
matrix such that the Massey secret-sharing scheme is resilient against any L of
size (approximately) |F |t/8`. Let us start by defining some ways of sampling
partially random matrices.

Definition 2 (t-row random matrix). The t-row random matrix M(t) is a
matrix where elements M

(t)
i,j in the first t rows of the matrix are chosen inde-

pendently uniformly random from F , and all the other elements are fixed to be
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zero.

M(t) =



M
(t)
1,1 M

(t)
1,2 · · ·M

(t)
1,n−k

...
...

...
M

(t)
t,1 M

(t)
t,2 · · · M

(t)
t,n−k

0 0 · · · 0
...

...
...

0 0 · · · 0


Clearly, one needs t(n− k) random field elements to sample M(t).

Next, we define Wozencraft ensemble, standard technique in derandomization.

Definition 3 (Wozencraft Ensemble [29].). Let finite field K be a degree k
extension of the finite field F . There is a bijection between elements of K and
F k. For every element ~α ∈ F k, we shall represent the corresponding element in
K to be (~α)K ∈ K. Fix an element (~β)K ∈ K. There exists a (unique) matrix
M(~β) ∈ F k×k such that, for any (~x)K ∈ K, it ensures

(~x)K · (~β)K =
(
~x ·M(~β)

)
K

That is, for all ~x, the matrix product of ~x and M(~β) over F (which is a vector
in F k), corresponds to the product of (~x)K and (~β)K over K.

One may use the Wozencraft ensemble to sample a partially random matrix
in F k×(n−k) as follows. Let m = d(n− k)/ke (i.e., (m − 1)k < (n − k) 6 mk).
One samples m random vectors ~α(1), ~α(2), . . . , ~α(m) in F k. One picks the first
(n− k) columns of the matrix[

M
(
~α(1)

) ∣∣∣∣M (
~α(2)

) ∣∣∣∣ · · · ∣∣∣∣M (
~α(m)

)]
as the sampled random matrix in F k×(n−k). We shall use W as a partially ran-
dom matrix sampled using Wozencraft ensemble. Clearly, one needs

⌈
n−k
k

⌉
· k ≈

(n− k) random elements from F to sample W.

We are now ready to state our theorem for this section.

Theorem 6. Let L be an arbitrary collection of `-bit joint leakage functions.
Let G+ be the generator matrix (refer to Figure 1) sampled as follows.

1. Entries of ~v{k+1,...,n} are sampled independently uniformly random from F .
2. Matrix R ∈ F k×(n−k) is sampled as M(t) + W, where M(t) and W are

sampled independently according to Definition 2 and Definition 3.

The Massey secret-sharing scheme corresponding to G+ is ε-leakage-resilient to
the leakage family L except with probability (at most)

|L| · 8`

ε2 · |F |t−2
.
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In particular, ε =
(
|L| · 8`/|F |t−2

)1/3
ensures that the failure probability is at

most ε. Furthermore, ε is exponentially decaying when |L| 6 |F |t−2−δ/8`, where
δ ∈ (0, 1) is an appropriate constant. The random field elements required to
sample G+ is (approximately) (t+ 2)(n− k).

Intuitively, the Wozencraft ensemble ensures that G+ is MDS with high prob-
ability and we rely on the t-row random matrix to prove our technical lemma
below. The proof of this theorem follows analogously as the proof of Theorem 4.
We present an outline of the proof below. First, we have our key technical lemma.

Lemma 4 (Key Technical Lemma). For any secret s ∈ F and any subset
A ⊆ Fn, it holds that

E
G+

[
(Xs,A)

2
]
6

1

|F |t−1
.

The proof of Theorem 6 from Lemma 4 is identical to the previous section.
Hence, we omit it. Before we present the proof of Lemma 4, we define the fol-
lowing notion of bad set.

Definition 4 (Bad Set). A pair of vectors ~x, ~y ∈ F k is “bad” if the following
2(n− k) random variables are not independently uniform.

~x ·R∗,j and ~y ·R∗,j j ∈ {1, 2, . . . , n− k}.

Succinctly, we use Bad ⊆ F k × F k to denote the set of all “bad” ~x and ~y. The
density of badness of a (partially) random generator matrix is the density of the
bad set, i.e., |Bad|/|F |2k.

Let us assume that the density of badness is β. One may prove Lemma 4 in
the exactly manner as in the previous section. That is,

E
G+

[
(Xs,A)

2
]
=

1

|F |2k

 ∑
(~x,~y)/∈Bad

E
G+

[T~x,~y] +
∑

(~x,~y)∈Bad
E
G+

[T~x,~y]


6

1

|F |2k

 ∑
(~x,~y)/∈Bad

0 +
∑

(~x,~y)∈Bad

1


= β.

Now, we have reduced our problem to computing the density of badness. Note
that, when G+ is the fully random matrix, the characterization of “bad” set is
straightforward. “Bad” set is exactly those ~x and ~y that are linearly dependent.

However, for a partially random matrix such as the G+ that we consider
in this section, the characterization of “bad” set might be highly non-trivial.
Nevertheless, we note that an upper bound on the density of the badness suffices



Leakage-resilient Secret-Sharing against arbitrary Bounded-size Leakage 27

for this proof. And one may prove such upper bound by showing what ~x and ~y
is not “bad”. In particular, we note that

(x1, . . . , xt) and (y1, . . . , yt) are linearly independent =⇒ (~x, ~y) /∈ Bad.

Clearly, when (x1, . . . , xt) and (y1, . . . , yt) are not linearly dependent, ~x ·M(t)

and ~y ·M(t) are independently uniformly random. Since we sample R as M(t) +
W where W is independent of M(t), ~x · R and ~y · R are also independently
uniformly random. Consequently, the density of badness is (at most) 1/|F |t−1,
which completes the proof of Lemma 4 and, in turn, the proof of Theorem 6.
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