
Improved single -Round
Secure Multiplication Using
Regenerating Codes

Daniel Escudero - JP Morgan At Research
* Mark Abspoet * Ivan tamgard
* Ronald Cramer * Changing Xing



Securerlultiylicdim
P
, Pz • • . Pn

[x] → x, Xz Xn

[ y ] → Yi Ya Yn
-

GOAL

[ ✗ •

y ] → Zo 2-a Zn

( setting : n --26+1
, passive/active security with abort )



Examples
/CommentBGW /GRR #Rounds = I /

[✗ It = ( ✗
,

- -
- - xn )

①

-

[ y ]t
=lyi.my#*Cx.yTzt--lxiyr---xnyn)

② Each party P: distributes shares [xiy.it

⑤ The parties compute locally [
at"

⇐ ,

1 :[✗ if :] , = [ ✗ •

y ] ,



DNI ( Assume preprocessed )[ r ]t , Er ]zt C0mm~~/#Ronnds=2_
[✗ It = ( ✗

,
- -

- - ✗n )
① *

[ y ] , =lyi--#
Ex -

y]zt
= lay , - - - xnyn )

② Locally compute [ a. g) at - Ir ]<t=[etat , and each party Pi
sends its share e, to P,

③ P. reconstructs &
,
and sends this to all parties , who locally

compute [ ✗ -

y ] ,
= et [ r It



Communication
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Can there exist one- round secure multiplication protocols
with sub - quadratic communication complexity ?

→ Possibly with
preprocessing



Not if
openings are required

↳ Each party must hear from at least 1-+1 parties
In general ? Not KNOWN ! !

Why is this useful
* Minimizing the number d- rounds is highly relevant in
high - latency scenarios

* One - round secure multiplication is useful in several
constructions ( e. g.

Fluid MPC )
↳ Hence

,
it is useful to study the minimum communication

required for 1- round multiplication



Thiswork
we make use of regenerating codes in order to design a d-round
secure multiplication protocol for many multiplications , havingsub - quadratic communication complexity per product

* More concretely , we present on MPC protocol with the
following characteristics
→ Active security
→ tents 1maximal honest majority )
→ Evaluates = login) copies of a d- layer circuit with :

* dt OLD rounds
* ocn

' ) communication per
instance



First application d-Égd_to Mpc

→ Only the suffice
P^

→→
s→ [ s]t- P2 É •

↳pit



Regenerating Codes

All n shores
7 are needed

→
R M¥

s→ [ s]t_ P2 MÉ •

:µ¥↳
pn

Secret /Share space Fgm , with ftp.osm-kn ⇒ m=rc login ) )
compression function Mi : Fpm → Fg



How can they be useful for Mpc?

Mn→N↳mstAt±oN_ Requires field Fpm with m=I( logn)

* Most computation tasks happen over a structure Eps of fixed size
( in terms of n)

* s-dut.sn : embed this structure Ttp into Fgm , and use regenerating
codes to avoid the overhead in m

*Downside : This can already be avoided without the need d-

regenerating codes :

→ Only the suffice P:( ×) = IT ii. x )
b ↳ Lagrange

µ
P^ , Projection coefficientinto
Fps
→ [ s]t_ P2 P •

ttd

: ¥e ⇒ Epics :) = IT /¥7 : .si/--1Tls )6=1
i = ,↳

pn
⇒§



Observation : Unlike the previous compressing
functions pi ,

regenerating codes enable reconstruction of
the " full " s ( in contrast to Tics ) )

we use regenerating codes to optimize secure multiplication
over Fqm , and we use reverse multiplication - friendly
embeddings ( RMFES ) to turn this into am multiplications
over Ttg .



Challenges
Recall that we wish to keep the number of rounds equal to *

* The use
of RMFES one additional round to "

re- encode "

we introduce a novel "encoding " method that removes the need
of having an extra round

* Broadcast is needed in every
round to ensure consistency

( else
,
a selective - failure attack is possible )

we make a novel use d- function - dependent preprocessingand show that this alleviates this issue
, allowing the

consistency check to be pushed to the end



Contributions to the theory
d- Regenerating codes
* We provide a novel characterization of regenerating codes in

terms of certain properties of the dud code

* We generalize the theory above to the case of Galois things,
and present our protocol in this setting
↳ This in particular includes the case 242k 21



Roadmap
* Mpc protocol for computation over Galois

rings

* characterization and existence of regenerating codes
over Galois rings



Regeno.ro/-ingCodesoverGdoisRiw#.pGa..sn-ng-.
Let 5=612 ( pk , d) and 12=6121 ph , m.d ) G-rlpk.gl ) :

polynomials over 24k↳ R is an extension d- S d- degree m |
-

modulo some irreducible

polynomial of degree lLet c- Rn" be an R- submodule

Definition (Linear repair )

C has linear repair over S if there exist S - linear maps
of :R→s and scalars Zier for it

, .
- → n

suits that
,

for
every ✗ EC :

n

Xo = ¢ :( Xi ) . 2- i



One of our results :

There exist a

repairing
/ regenerating code d- Rorer S

, assuming
pl.cm-Dsn - t 1

we am naturally use this
as a secret - sharing scheme-

The
repairing property enables efficient 1-round reconstruction :

If [✗ ] =/ ✗
.
- - - xn ) , then p

ESS

① Each party P : sends Ii to all parties
n

② The parties compute ✗ = E. A. ix.i.Zi



Beaver-Basedrlultiptcsb.MG
even [ x ] and Cy ] , compute [ ✗ •

y ] :

⑥ (Preprocessing ) get a triple ( [ a] , [ b ] , [ e- a. b ] )
① Reconstruct d- [× ] - [ a] and e- Cy ] - [ b ]

② Compute locally [✗ •

y ]
← d. [ b ] + e. [ a ] + Cc] + d. e

communication costs : { 044
elements d- S

,
or

O(n4m ) elements of R
↳ a login )

(Suk na communication in one round ! !



PROBLEM : We want MPC over S
,
not over R .

* since 5 am be embedded in R, we can use MPC over R

to get mpc over S
↳ But efficiency benefits are

lost ! (
an
' elements)of s

Not a new problem !
Example : Shamir secret - sharing does not work over Tta

, so a

field extension Fam (maligns) is typically used instead

* Traditionally , the embedding Fa ↳ Fam is used to
enable MPC over F-

z
from MPC over F-am

* At first glance , this is wasteful !



Solution from [ CCXY 1$ ]

Intuition : Ttzm ⇐ (Fat , so we can hope to use MPC over

Ttzm to evaluate m circuits over F- 2

Protein : This is a vector isomorphism, but we need a
"

RING homomorphism
"

Solution : Reverse Multiplication Friendly Embeddings (RMFES) :
Fi - homomorphism 4 : Fam→ Fzd and ¢ : Fad→ tzms.fi

YI
, g- c- Sd : I * if = 414 (E) • 6cg ) )

↳ {
* % → constant

* We can replace F-zm by
[CCXY 18 ] : Cascade et d crypto 201g

R and F, by S



In [CCXY 18 ] :

To secret - share I c- Fam : Use secret - sharing [41×-3]
* Addition : [ ✗city ] ] - [41×7]+[64-3] can be local

* Multiplication : we need to obtain [ fix * g)] :
① Use MPC over Fam to multiply

[ 0/1×7.0/1 g) ] - 10K¥ )] . [ 4cg ) ]

② Use MPC to apply the map 2=4.4 :

[1141×-1.0/4-37] ← E( [41×7.0/187] )
-

t.org > 1) =p / I * g)



This does not work in our current setting !

Applying the function E adds extra rounds

Our solution
4 is surjectivesecret - share I c- Sd differently but not injective

r* Befog : [0/1×-3]

* Nous : [ ✗ ]
,
where ✗ ER is ANY element with Xcx)=I

ADDITION IS STILL LOCAL :

Given [ x ] not [y ] with tix)=I
, 4cg )=y- , then

[ ✗ + y ]
← [ x ] + [y ]

satisfies tcxty ) - I + if



What about ( d- round) multiplication?
Assume preprocessed tuple

( [ a ] , Cb ] , [ T.la) ] , [ Tcb)] , [Tla ) . -1lb) -3 )

Given [ x] and [ y ]
with tix)=I and 4cg)=j , we

obtain [ 2- ] with 412-7=2 * g- as follows :

① Parties open
d- [✗7- [ a] and e- [y] - [ b]

② Parties compute locally
[Ecx) . Ely) ] ← EC d) [ Ela)]t He)[ Elb)] 1- ( [(a) Ecb)] t Eld ) • Me)
←

Note 412-7=4 (01147%1.0/(4%1)) = I * if



NOTES

Our new encoding method also improves [ccxy 18] :

* The extra "
re- encoding

" round (where e we applied ) is not needed
* The subspace check for the input phase disappears

Additional challenges that we address
Active security
↳ {

correctness d-
openings

consistency d- broadcast



Revisiting Repairing Codes

Over Galois Things



Theorem ( Characterization of
repairing ability )

C has linear repair over
S if and only if there exists m

5-submodule D. C- Ct satisfying :
① to ( Do ) = R

② For
every

2=1
,
. -

, ng t:( Do) -2 PJS (for some g)

Theorem ( Existence of repairing / regenerating codes )
n

✗ = [ ¢ :( x :) - 2- i with { ¢:( ✗ :) =
Tr ( wi⇒)

e- i 2- i
= - di two

• Too : Generalized tree function
• D; : Evaluation points
• wi :

"weights " associated with the dud RS - code



Thanks


