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Settings

• Perfect:

• Computationally unbounded adversary 

• Zero-probability of error


• Optimal resilience: t < n/3
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Round  
Complexity

Communication  
Complexity

p2p

Efficient but slow

[CW89,BGP91,Che21]

Fast but inefficient

[FM88,KK06]
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For ,  
 

!

n = 300
n3 ≈ 27MB

n5 ≈ 2.4 terabytes

O(nL + n2) O(n2L + n6)1 × 𝖡𝖢(L)

n × 𝖡𝖢(n2)



Goal: Better Broadcast



Main Result
• Parallel broadcast protocol with perfect security and optimal resilience ( )t < n/3



Main Result
• Parallel broadcast protocol with perfect security and optimal resilience ( )t < n/3

•  :  senders, each broadcasting a message of size n × 𝖡𝖢(L) n L



Main Result
• Parallel broadcast protocol with perfect security and optimal resilience ( )t < n/3

•  :  senders, each broadcasting a message of size n × 𝖡𝖢(L) n L
Best we can hope for: 

 + expected  
round

O(n2L) O(1)



Main Result
• Parallel broadcast protocol with perfect security and optimal resilience ( )t < n/3

•  :  senders, each broadcasting a message of size n × 𝖡𝖢(L) n L

•  communication complexityO(n2L + n4) Best we can hope for: 
 + expected  

round
O(n2L) O(1)



Main Result
• Parallel broadcast protocol with perfect security and optimal resilience ( )t < n/3

•  :  senders, each broadcasting a message of size n × 𝖡𝖢(L) n L

•  communication complexityO(n2L + n4)

• Expected  roundsO(1)

Best we can hope for: 
 + expected  

round
O(n2L) O(1)



Main Result
• Parallel broadcast protocol with perfect security and optimal resilience ( )t < n/3

•  :  senders, each broadcasting a message of size n × 𝖡𝖢(L) n L

•  communication complexityO(n2L + n4)

• Expected  roundsO(1)

The protocol is balanced!

Best we can hope for: 
 + expected  

round
O(n2L) O(1)



Main Result
• Parallel broadcast protocol with perfect security and optimal resilience ( )t < n/3

•  :  senders, each broadcasting a message of size n × 𝖡𝖢(L) n L

•  communication complexityO(n2L + n4)

• Expected  roundsO(1)

 is essentially free!n × 𝖡𝖢(n2)

The protocol is balanced!

Best we can hope for: 
 + expected  

round
O(n2L) O(1)



Main Result
• Parallel broadcast protocol with perfect security and optimal resilience ( )t < n/3

•  :  senders, each broadcasting a message of size n × 𝖡𝖢(L) n L
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