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(distributed / secret-shared version of homomorphic encryption)


- $\delta$-Correctness: $\operatorname{Pr}[y=f(x)] \geq 1-\delta$.
- $t$-Privacy: any $\leq t$ shares hide $x$.
- Compactness: $\mid$ sh $_{f, i}|\ll| f \mid$
- Linear reconstruction: (Default) Rec is a linear function
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Solution: HSS-based MPC


Comm (per-party):
$\Omega\left(\left|x_{i}\right|+|C(\vec{x})|\right)$
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Can we achieve HSS and sublinear MPC for arbitrary number of parties, without using iO or FHE?
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Theorem 2: Assuming Sparse LPN and OTs*, there exists sublinear MPC for layered Boolean circuits, with per-party communication $\approx \omega(1) \cdot S / \log \log S$ for a layered circuit of size $S$.
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## Hardness:

- Matrix $A$ has probability $O\left(n^{- \text {poly } \log n}\right)$ of being "bad", i.e. having a sparse linear dependency.
- Outside of this "bad" choice, the best attacks (ISD-based) takes time $2^{\widetilde{O}\left(n^{1-\delta}\right)}$.
- This parameter regime is not known to imply PKE [ABW10] $\Longrightarrow$ multi-party HSS* potentially weaker than PKE.
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HSS Security: For any subset of parties $T$ of size $\leq t$, and any $x, x^{\prime} \in \mathbb{F}$, we need to show
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- Secret shares are indistinguishable due to $t$-privacy of $[\cdot]$.
- Encryptions $E n c_{\vec{s}}(x) \approx_{c} E n c_{\vec{s}}\left(x^{\prime}\right)$ due to semantic security.

KDM Security: Need to show key-dependent message (KDM) security of $\left(\operatorname{Enc}_{\vec{s}}\left(x \cdot s_{i}\right)\right)_{i=1}^{n}$.

- Existing KDM proofs for LWE/LPN do not apply!
$\Longrightarrow$ Problem is distribution of sparse matrices not uniform.
- Our Idea: use security for $k$-sparse to argue KDM security for ( $2 k-1$ )-sparse
- Technical Issue: our proof only works for $|\mathbb{F}|>2!\Longrightarrow$ HSS for $\mathbb{F}_{2}$ can be done in $\mathbb{F}_{4}$
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Thank you! Questions?

