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There are two types of lattice attacks against BDD:

## Primal attack

I. Embed $\Lambda$ and $\mathbf{t}$ into a lattice, where the shortest vector is shorter than expected.
II. Solve unique-SVP instance by lattice reduction.

Theoretically and experimentally well-studied.

## Dual attack

I. Construct a function that distinguishes between BDD targets and uniform targets,
II. Using this distinguisher, guess and determine part of the secret.

Received little experimental attention so far.

## Recent improvements to the dual attack

## Beginning of the dual attack

$\left[A R^{\prime} 05\right]^{1}$ : use short dual vectors for distinguishing.

## Recent developments

> [ADPS'16] ${ }^{2}$ : A lattice sieve yields many short dual vectors.
> [GJ'21]3: Speed up evaluating distinguisher with a Fast Fourier Transform (FFT).
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Consider the score function:
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## Distinguish based on score

Consider the score function:

$$
f_{\mathbf{w}}(\mathbf{t})=\cos (2 \pi\langle\mathbf{w}, \mathbf{t}\rangle),
$$

$-\mathrm{t} \in \Lambda \Longrightarrow$ score $=1$,

- $\mathbf{t}$ close to $\Lambda$ and $\mathbf{w}$ short $\Longrightarrow$ score $\approx 1$,
- $\mathbf{t}$ uniform from torus $\mathbb{R}^{n} / \Lambda$
$\Longrightarrow$ expected score is 0 .
! If score $\approx 1, \mathbf{t}$ can be uniform!
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[LW'21] ${ }^{5}$ : Distinguishing a single
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For any $\alpha>0$, take $\beta>1$ satisfying

$$
\frac{\beta^{2}}{\ln (\beta)}=\frac{e^{2}}{\alpha^{2}} .
$$
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## Distinguishing $\alpha$-BDD among many uniforms

Given: $T$ random uniform targets and a single $\alpha$-BDD target, shuffled.

Return: the BDD target.
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## What could be the cause?

## Inde, endence : 1euristic:

"The scores $\left(\cos \left(2 \pi^{\prime}, \quad-\quad-1\right)\right)_{w \in \mathcal{W}}$ are independent."
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## Scores from BDD targets



## Even prediction of BDD scores is off

- Variance is much higher than predicted.
- Median is lower than predicted.
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## Aftermath

## What is the impact?

## Dual-Sieve analyses are invalidated

- Success probability of the Dual-Sieve attack is significantly overestimated.

Hardness of BDD with respect to the Dual-Sieve attack is currently unknown.
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## What is next?

## Ongoing research

- Describing the score distribution of BDD targets using Bessel functions.
- New prediction for uniform targets that predicts "waterfall-floor phenomenon"

```
A heuristic has to be stress-tested on small
``` instances before being used in cryptographic attacks!
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\section*{Thank you!}


\section*{Questions?}
ePrint: https://ia.cr/2023/302
code \& data: https://github.com/ludopulles/DoesDualSieveWork```
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