Weighted ORAM, with Applications to Searchable Symmetric Encryption

Léonard Assouline  Brice Minaud

Eurocrypt 2023
April 25th
Motivation (from https://signal.org/blog/building-faster-oram/)

Alice downloads the Signal app. Wants to check with Signal’s server if her contact Bob uses Signal.

**Binary search on sorted list of phone numbers**

**Figure:** Looking for Bob’s phone number: 212-555-2368
Motivation (from https://signal.org/blog/building-faster-oram/)

Alice downloads the Signal app.
Wants to check with Signal’s server if her contact Bob uses Signal.

Binary search on sorted list of phone numbers

Figure: Looking for Bob’s phone number: 212-555-2368
Motivation (from https://signal.org/blog/building-faster-oram/)

Alice downloads the Signal app.
Wants to check with Signal’s server if her contact Bob uses Signal.

**Binary search on sorted list of phone numbers**

**Figure:** Looking for Bob’s phone number: 212-555-2368
Motivation (from https://signal.org/blog/building-faster-oram/)

Alice downloads the Signal app. Wants to check with Signal’s server if her contact Bob uses Signal.

Binary search on sorted list of phone numbers

Alice's computation:

Server's view

Figure: Looking for Bob’s phone number: 212-555-2368
Motivation (from https://signal.org/blog/building-faster-oram/)

Alice downloads the Signal app.
Wants to check with Signal’s server if her contact Bob uses Signal.

Binary search on sorted list of phone numbers

Figure: Looking for Bob’s phone number: 212-555-2368

Despite encryption, information leaks
Motivation (from https://signal.org/blog/building-faster-oram/)

Alice downloads the Signal app.
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Each access:
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This Work

**Goal**: ORAM that handles many objects of different sizes, without changing communication cost

Naïve solutions:

- Padding (to largest object size) → inefficient
- Divide into regular small chunks → too many accesses

Our solution:

Build ORAM for total size $N$, handles $m > N$ objects, each of weight $w_i$

**Constraint:**

$$m \sum_{i} w_i \leq N$$

and $\forall i \in \{m\}$, $w_i \leq 1$

As long as constraint is respected, $w_i$ can change after a Write.

We call that a Weighted Oblivious RAM ($wORAM$)
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What if I run out of space?
Offline memory: client stash

Client has stash of size $\omega(\log(N))$, stores blocks when unable to write them online.
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Client has stash of size $\omega(\log(N))$, stores blocks when unable to write them online.

**Security**: new random leaf (i.e. path) every access.

**Correctness**: Stash never overflows (with overwhelming probability).

From Path-ORAM paper: $\mathbb{P}(\text{stash size} > R) \leq 14 \cdot (0.6002)^R$

---
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Client has stash of size $\omega(\log(N))$, stores blocks when unable to write them online.

**Security**: new random leaf (i.e. path) every access.

**Correctness**: Stash never overflows (with overwhelming probability).

From Path-ORAM paper: $\Pr(|\text{stash}| > R) \leq 14 \cdot (0.6002)^R$

**Our contribution**: Transformation to handle blocks of variable sizes.
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Standard Tree-ORAM protocol $\rightarrow$ Weighted Tree-ORAM

- $m$ blocks, each of size $w_i \leq B$
- $\sum w_i = N \cdot B$ (Consider $B = 1$)
- Buckets: Can store objects until threshold $Z$ is reached (total capacity $Z + 1$), remaining blocks stay in the stash.
Main Theorem

Consider an ORAM protocol. If:

1. Reading a bucket is done via a Trivial ORAM
2. Stash load comes from collection of subsets of buckets in ∞-ORAM
3. For any subset in this collection, overflow is negligible

Then this ORAM can be turned into a weighted ORAM.
Proof of correctness

From Path-ORAM paper

Given a sequence of accesses \( s = (\text{op}_i, \text{addr}_i, \text{data}_i)_{i \in [m]}, \)

1. Consider execution of \( s \) on the \( \infty\text{-ORAM} \) (\( Z = \infty \))
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State of the ∞-ORAM after execution:
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Application of $G_Z$: 

```
1 <-- ? --> 2
```

3 --> 4
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Application of $G_Z$:

Stash!
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- We have $m$ objects, with weights $w \in [0, 1]^m$ s.t. $\sum w_i \leq N$.
- For a given access sequence $s$, let $X(w)$ be the random variable of max stash load in post-processed $\infty\text{-ORAM}$ for any permutation of $w$.

- We show that $\forall w$, $\mathbb{E}(X(w)) \leq \mathbb{E}(X(u))$ where $u = (1, \ldots, 1, 0, \ldots, 0)$.  
  \[
  u = (\underbrace{1, \ldots, 1}_N, \underbrace{0, \ldots, 0}_{m-N})
  \]

  (Corresponds to standard case, where correctness is proven)
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For a vector $\mathbf{v}$, define $\mathbf{v}^\downarrow$ as $\mathbf{v}$ with components sorted in decreasing order.

Let $\mathbf{v}, \mathbf{w} \in \mathbb{R}^m$ such that $\sum_{i=1}^m v_i = \sum_{i=1}^m w_i$

$v$ majorizes $w$ ($\mathbf{w} \prec \mathbf{v}$) if: $\forall k \in [m], \sum_{i=1}^k v^\downarrow_i \geq \sum_{i=1}^k w^\downarrow_i$.

Figure: $\mathbf{w} \prec \mathbf{v}$
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Notice:
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$\implies$ expected overflow negligible.
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$L$ such that $N = 2^L$
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- Weighted ORAM
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Tree-ORAMs are powerful enough to naturally (no added cost) support items of variable sizes (variable in time too).

Criterion to judge of an ORAM’s ability to handle weighted objects.

Any ORAM can handle them with small blowup \( O(\log(N)) \).

Weighted ORAM can be used to build Searchable Symmetric Encryption.

Thank You!
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