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Summary ©) NTT

Quantum algorithms on fast correlation attacks by relating
classical FFT (FWHT) with QFT (Hadamard operator)

In Q1, it seems hard to achieve meaningful speed-up

In Q2, introducing a special attack model, an interesting
speed-up is obtained by using Shor’s alg. for discrete log
Complexity in Q2 is 0(#*/c?) for £ -bit LFSR, if a linear
approximation of correlation c is available

First quantum attack on SNOW 2.0 faster than Grover and
current best (quantum) fast correlation attack on SNOW 3G
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Quantum Backgrounds and
Motivation of Research



Quantum Attack Models for ©) NTT

Symmetric Cryptosystems
m Q1
« Computers : Quantum

« Keyed oracles (enc, dec, prf, mac---) : Classical

m Q2
« Both computers and keyed oracles are quantum: Quantum
superposition queries are allowed

« Devastating polynomial-time attacks are possible (Even-Mansour, 4-
round Luby-Rackoff, etc, are completely broken)

« Some important Q1 attacks are based on Q2 attacks
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Quantum Attack Models for ©) NTT

Symmetric Cryptosystems
m Q1
« Computers : Quantum

« Keyed oracles (enc, dec, prf, mac---) : Classical

m Q2
« Both computers and keyed oracles are quantum: Quantum
superposition queries are allowed

« Devastating polynomial-time attacks are possible (Even-Mansour, 4-
round Luby-Rackoff, etc, are completely broken)

« Some important Q1 attacks are based on Q2 attacks
o NI CORPORATION 2024 Studying Q2 attacks is important!
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Motivation of Research ©) N1T

B Fast correlation attack [Sie84,MS88]: One of the most
Important attacks on LFSR-based stream ciphers

B Many fast correlation attacks also utilize FWHT

Quantum speed-up for fast correlation attacks

by combining classical Fourier transform (WHT)
with QFT (Hadamard operator)?
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LFSR-Based Stream Ciphers
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LFSR-Based Stream Cipher
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LFSR

additional
registers
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LFSR-Based Stream Cipher

Encryption procedure

1. Initialization

2. Keystream generation
3. (Encryption)
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LFSR-Based Stream Cipher

e LFSR
Initialization
1. Load master key & IV
2. Update state many times additional

registers
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LFSR-Based Stream Cipher

Initialization
1. Load master key & IV
2. Update state many times
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LFSR-Based Stream Cipher

Initialization
1. Load master key & IV
2. Update state many times
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LFSR-Based Stream Cipher

Generate key stream
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LFSR-Based Stream Cipher

Generate key stream
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LFSR-Based Stream Cipher

Generate key stream
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LFSR-Based Stream Cipher

20,21

Generate key stream
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LFSR-Based Stream Cipher

20,21

Generate key stream
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LFSR-Based Stream Cipher

20,211,247

Generate key stream
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LFSR-Based Stream Cipher

Z(y Z1y wevy Ziy enn wen wre en an
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LFSR-Based Stream Cipher

Message M

¥

A

Z(y Z1y wevy Ziy enn wen wre en an

$

Ciphertext = M + keystream
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Fast Correlation Attack

31



LFSR-Based Stream Cipher
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Alternative View

© NTT CORPORATION 2024

Linear feedback

oy

! !

additional

registe\rs)

Non-linear feedback

33



Alternative View

S0 S1y oo s Sjyeer ver ven v ain
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Alternative View

Linear feedback

=

A

S0 S1y oo s Sjyeer ver ven v ain

A
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Alternative View

Linear feedback

=

A

S0 S1y oo s Sjyeer ver ven v ain
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Alternative View (©) NTT

Linear feedback
‘ ) Encoding of the
S0 51y +++» Sis < / s initial state of LFSR
| . . by a linear code
| N v
+ « Noise -
l N additional

registers
Z0y Zqy werr Zjy een wen ven wen wu

Non-linear feedback
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Alternative View (©) NTT
codeword (= s(®¢ for a matrix G

\ Linear feedback
\ ‘ ) Encoding of the
S0 STy eves Siy ver ver vvn venann 4| S(O) initial state of LFSR
| / | | by a linear code
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Alternative View (©) NTT
codeword (= s(®¢ for a matrix G

\ Linear feedback
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Alternative View (©) NTT
codeword (= s(®¢ for a matrix G

\ Linear feedback
\ ‘ ) Encoding of the
S0 S1) o ‘I / s(® initial state of LFSR

| . by a linear code
Binary > v

Noise o
Symmetric ( ) N additional
channel L registe\rs)
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Alternative View

codeword (= s(®¢ for a matrix G

|

Linear feedback

|

)
§(©

S0, S1, - ,Sl, <|
7L \ ;/ ! !
Binary ( Noise v v
Symmetric N additional
channel registers
Zo,Z1, - Zl, e \)
\ Non-linear feedback

Result of the transmission

Idea:

©) ntT

Encoding of the
initial state of LFSR
by a linear code

If the noise is not too strong (& the linear correlation Cor(s(®g, z) is large),
the initial state of LFSR could be recovered by most-likelihood decoding

© NTT CORPORATION 2024
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Decoding by FWHT to Recover s ©) NTT
- Assume ¢ -bit LFSR and we have z = (z,, ..., zy_,) for some N

- G: the encoding matrix of the linear code (derived from
LFSR), and g; € F} : the i-th column of G

Define ¥: F, - C by

vw) = ) (-1~
OsgiiS:I\‘{V—l

then we have
(WHT(¥))(x) « Cor(xG, z)

© NTT CORPORATION 2024
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Decoding by FWHT to Recover s ©) NTT
- Assume ¢ -bit LFSR and we have z = (z,, ..., zy_,) for some N

- G: the encoding matrix of the linear code (derived from
LFSR), and g; € F} : the i-th column of G

Define ¥: F, - C by

vw) = ) (-1~
OsgiiS:I\‘{V—l

then we have
(WHT(¥))(x) « Cor(xG, z)

This value is large iff x equals the initial state of LFSR s©),

© NTT CORPORATION 2024



Decoding by FWHT to Recover s ©) NTT

Decoding procedure:
1. Collect the key stream z = (z,, ..., Zy_1)
2. Compute and store the value ¥(w) for all w

3. Apply FWHT to ¥, obtaining (WHT(¥))(x) for all x
4. Output x with the largest |(WHT(®))(x)| (— we get s@ 1)

© NTT CORPORATION 2024

44



Decoding by FWHT to Recover s ©) NTT

Decoding procedure:
1. Collect the key stream z = (z,, ..., Zy_1) N
2. Compute and store the value ¥(w) for all w

3. Apply FWHT to ¥, obtaining (WHT(¥))(x) for all x
4. Output x with the largest |(WHT(®))(x)| (— we get s@ 1)
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Decoding by FWHT to Recover s ©) NTT

Decoding procedure:
1. Collect the key stream z = (z,, ..., Zy_1) N
2. Compute and store the value ¥(w) for all w 2°

3. Apply FWHT to ¥, obtaining (WHT(¥))(x) for all x
4. Output x with the largest |(WHT(®))(x)| (— we get s@ 1)

© NTT CORPORATION 2024
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Decoding by FWHT to Recover s ©) NTT

Decoding procedure:
1. Collect the key stream z = (z,, ..., Zy_1) N
2. Compute and store the value ¥(w) for all w 2°

3. Apply FWHT to ¥, obtaining (WHT(¥))(x) for all x ¢ - 2°
4. Output x with the largest |(WHT(®))(x)| (— we get s@ 1)
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Decoding by FWHT to Recover s ©) NTT

Decoding procedure:
1. Collect the key stream z = (z,, ..., Zy_1) N
2. Compute and store the value ¥(w) for all w 2°

3. Apply FWHT to ¥, obtaining (WHT(¥))(x) for all x ¢ - 2°

4. Output x with the largest |(WHT(®))(x)| (— we get s@ 1)
small

© NTT CORPORATION 2024
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Decoding by FWHT to Recover s ©) NTT

Decoding procedure:
1. Collect the key stream z = (z,, ..., Zy_1) N
2. Compute and store the value ¥(w) for all w 2°

3. Apply FWHT to ¥, obtaining (WHT(¥))(x) for all x ¢ - 2°

4. Output x with the largest |(WHT(®))(x)| (— we get s@ 1)
small

Complexity: O(N + £2%)
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Decoding by FWHT to Recover s ©) NTT

Decoding procedure:

1.

Collect the key stream z = (z,, ..., zy—1) N

2. Compute and store the value ¥(w) for all w 2°
3.
4. Output x with the largest |(WHT(®))(x)| (— we get s@ 1)

Apply FWHT to ¥, obtaining (WHT(¥))(x) for all x ¢ - 2°

small

Complexity: O(N + £2%)

Succeeds with high probability if N > ¢ - Cor(s(O)G,z)_z

Once the initial state of the LFSR s is recovered,

© NTT CORPORATION 2024 the entire initial state is often easy to determine
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Advanced Attack with
Linear Approximation

©) NTT

- The attack works in the same way if there is a linear
approximation between the LFSR output sequence and
the keystream z

- After a linear transform, z is again regarded as the
encoding of s(® with some noise added

- The encoding matrix G=(g, g,:-- gn) IS given by
gi=T- (MMt (eFL)

I' : derived from M :state update matrix of LFSR
linear mask

© NTT CORPORATION 2024 51



Attempt of Quantum Speed-up in Q1



Classical Decoding to Recover s(*) ©) nTT
Decoding procedure:

1. Collect the key stream z = (z,, ..., Zy_1) N
2. Compute and store the value ¥(w) for all w 2°
3. Apply FWHT to ¥, obtaining (WHT(¥))(x) for all x ¢ - 2°

4. Output x with the largest |(WHT(®))(x)| (— we get s@ 1)
small

Complexity: O(N + £2%)

Succeeds with high probability if N > ¢ - Cor(s(O)G,z)_z

© NTT CORPORATION 2024 53



Classical Decoding to Recover s(*) ©) nTT
Decoding procedure:

1.

Collect the key stream z = (z,, ..., zy—1) N

2. Compute and store the value ¥(w) for all w 2°
3.
4. Output x with the largest |(WHT(®))(x)| (— we get s@ 1)

Apply FWHT to ¥, obtaining (WHT(¥))(x) for all x ¢ - 2°

small

Complexity: O(N + £2%)

Succeeds with high probability if N > ¢ - Cor(s(O)G,z)_z

We want a quantum speed-up

© NTT CORPORATION 2024 by replacing FWHT with Hadamard operator-:-
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Attack Idea in Q1 (©) NTT

1. Collect the key stream z = (z,, ..., zy_,) and store it into
gdRAM (after applying some linear transform)

2. Prepare the state corresponding to the function ¥, i.e.,

) = e N ¥ (W) W)
3. Apply the Hadamard operator to obtain
HE! ) = S ¥, Cor (%6, 2) 1)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)

© NTT CORPORATION 2024
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Attack Idea in Q1 (let ¢ :== Cor(s9G,z)) (©)NTT

1. Collect the key stream z = (z,, ..., zy_,) and store it into
gdRAM (after applying some linear transform)

2. Prepare the state corresponding to the function ¥, i.e.,

) = e N ¥ (W) W)
3. Apply the Hadamard operator to obtain
HE! ) = =m0, Cor(xG, 2) 1)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)
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Attack Idea in Q1 (let ¢ :== Cor(s9G,z)) (©)NTT

1. Collect the key stream z = (z, ..., zy—1) and store it into
gRAM (after applying some linear transform) N(> ¢~ %)

2. Prepare the state corresponding to the function ¥, i.e.,

) = e N ¥ (W) W)
3. Apply the Hadamard operator to obtain
HE! ) = =m0, Cor(xG, 2) 1)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)
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Attack Idea in Q1 (let ¢ :== Cor(s9G,z)) (©)NTT

1. Collect the key stream z = (z, ..., zy—1) and store it into
gRAM (after applying some linear transform) N(> ¢~ %)

2. Prepare the state corresponding to the function ¥, i.e.,

) = —==T P WIW) N
3. Apply the Hadamard operator to obtain
HE! ) = =m0, Cor(xG, 2) 1)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)
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Attack Idea in Q1 (let ¢ :== Cor(s9G,z)) (©)NTT

1. Collect the key stream z = (z, ..., zy—1) and store it into
gRAM (after applying some linear transform) N(> ¢~ %)

2. Prepare the state corresponding to the function ¥, i.e.,

) = 2w PW)w) N

sz )2
3. Apply the Hadamard operator to obtain (1)
R 1)) — N
H2* ) zf-\/leP(w)Izzx Cor(xG, z)|x)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)

© NTT CORPORATION 2024
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Attack Idea in Q1 (let ¢ :== Cor(s9G,z)) (©)NTT

1. Collect the key stream z = (z, ..., zy—1) and store it into
gRAM (after applying some linear transform) N(> ¢~ %)

2. Prepare the state corresponding to the function ¥, i.e.,

) = 2w PW)w) N

sz )2
3. Apply the Hadamard operator to obtain (1)
R 1)) — N
H2* ) NSO Y. Cor(xG, z)|x)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)
> 2¢/2 /(N2 )

© NTT CORPORATION 2024 60



Attack Idea in Q1 (let ¢ :== Cor(s9G,z)) (©)NTT

1. Collect the key stream z = (z, ..., zy—1) and store it into
gRAM (after applying some linear transform) N(> ¢™%)

2. Prepare the state corresponding to the function ¥, i.e.,
) = —==Tw ¥ W)lw) N

3. Apply the Hadamard operator to obtain (1)

®L4f)) — N
H2*|yY) 21{,.\/Z|W(W)|2Z,CCor(;ch,z)Ix)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)

212 1¢n1/2
Overall complexity » ¢™2 + (2¢ - c2)"? > 202 [(NY2c)

NTT CURFURATIUIN ZUZ 61



c?+ (2f- c‘2)1/3 is Too Large... O N1

- For some ciphers, ¢ is so small that ¢~2 is larger than the
complexity of the exhaustive key search with Grover’s
algorithm

- For others, ¢ is large (e.g., 512), so the term (2°- c‘2)1/3

becomes too large

- It seems hard to obtain meaningful speed-up in Q1 (or, a
completely different technique will be required)

— Let’s move to Q2

© NTT CORPORATION 2024 62



New Attack Model in Q2
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Search for Suitable Attack Model in Q2 (@©) nrT

- [Classical] The appropriate security notion for (IV-
based) stream ciphers is the PRF security, regarding IVs
as inputs and keystreams as outputs. [BGO7]

v _— IV _IV IV
IV - Z —ZO Zl "'ZN

© NTT CORPORATION 2024
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Search for Suitable Attack Model in Q2 (@©) nrT

- [Classical] The appropriate security notion for (IV-
based) stream ciphers is the PRF security, regarding IVs
as inputs and keystreams as outputs. [BGO7]

v _— IV _IV IV
IV - Z —ZO Zl "'ZN

- [Quantum/Q2] Then, the corresponding attack model
in Q2 would assume an oracle that receives quantum
superposition of IVs and returns quantum superposition of
keystreams:---??

> ewlivy o )yl |al 2 )

4% 1%
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Search for Suitable Attack Model in Q2 (@©) nrT

- [Quantum/Q2] Then, the corresponding attack model
in Q2 would assume an oracle that receives quantum
superposition of IVs and returns quantum superposition of
keystreams:---??

ZCIV”V) > ECIV”V) |Z(I)VZ{V"‘ZIIVV>

v v

- Issues: N operations needed solely for reading outputs,
making the model essentially the same as Q1
Moreover, the quantum computer is small while the
register to receive z is very large, which is not reasonable

© NTT CORPORATION 2024 66




Search for Suitable Attack Model in Q2 (@©) nrT
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Search for Suitable Attack Model in Q2 (@©) nrT

- [Alternative model] Allow adversaries to query the
index of the key stream

Z cyilIV,i) » z cryillV, i) |ZiIV>

i% v
0<i<2? 0<i<2?

(remark: the parameter N now becomes 2¢)

- Feasibility: Some stream ciphers seem secure even in this
model

© NTT CORPORATION 2024
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Remark ©) NTT

- The purpose of studying attacks in this model is mainly to
understand the power of Q2 attacks better, and make a
basis of other attacks in future works

- We do not claim that the practical security of a cipher is
affected even if it is broken in this model

© NTT CORPORATION 2024 69



Fast Correlation Attacks in Q2
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Attack Idea in Q1 ¢ = Cor(s9¢G, 2) ©) NTT

1. Collect the key stream z = (z, ..., zy—1) and store it into
gRAM (after applying some linear transform) N(> ¢~ %)

2. Prepare the state corresponding to the function ¥, i.e.,

) = 2w PW)w) N

sz )12
3. Apply the Hadamard operator to obtain 0(1)
RF )y — N
H2* ) NSO Y. Cor(xG, z)|x)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)
> 2¢/2 /(N2 )
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Attack Idea in Q2 ¢ = Cor(s9¢G, 2) ©) NTT

1. Collect the key stream z = (z, ..., zy—1) and store it into
gRAM (after applying some linear transform) N(> ¢~ %)

2. Prepare the state corresponding to the function ¥, i.e.,

) = 2w PW)w) N

sz )12
3. Apply the Hadamard operator to obtain 0(1)
RF )y — N
H2* ) NSO Y. Cor(xG, z)|x)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)
> 2¢/2 /(N2 )

© NTT CORPORATION 2024 72



Attack Idea in Q2 ¢ :== Cor(s(9G, z) ©) NTT

We can access all z; simultaneously
In quantum superposition

2. Prepare the state corresponding to the function ¥, i.e.,

) = e N ¥ (W) W)
3. Apply the Hadamard operator to obtain
HE! ) = =m0, Cor(xG, 2) 1)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)

© NTT CORPORATION 2024
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Attack Idea in Q2 ¢ :== Cor(s(9G, z) ©) NTT

We can access all z; simultaneously
In quantum superposition

2. Prepare the state corresponding to the function ¥, i.e.,

) = e N ¥ (W) W)
3. Apply the Hadamard operator to obtain 0(1)
HE! ) = =m0, Cor(xG, 2) 1)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)
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Attack Idea in Q2 ¢ = Cor(s9¢G, 2) ©) NTT

We can access all z; simultaneously
In quantum superposition

2. Prepare the state corresponding to the function ¥, i.e.,

) = e N ¥ (W) W)
3. Apply the Hadamard operator to obtain 0(1)
HE! ) = =m0, Cor(xG, 2) 1)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)

poly(#) - ¢ (¢! + (Step 2 + Step 3))
by applying quantum counting

© NTT CORPORATION 2024
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Attack Idea in Q2 ¢ = Cor(s9¢G, 2) ©) NTT

We can access all z; simultaneously
In quantum superposition

2. Prepare the state corresponding to the function ¥, i.e.,

y applying Shor’s algorithm
3. Apply the Hadamard operator to obtaln 0(1)
R |4f)) — N
H2* ) NSO Y. Cor(xG, z)|x)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)

poly(#) - ¢ (¢! + (Step 2 + Step 3))
by applying quantum counting
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Preparation of |y)) w/ Shor’s Algorithm @© nrT

vw) = ) (-7

0<i<2?
gi=w
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Preparation of |y)) w/ Shor’s Algorithm @© nrT

vw) = ) (-7

For each w, we have to determine the index i s.t.
w equals g;, the i-th column of the encoding matrix G
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Preparation of |y)) w/ Shor’s Algorithm @© nrT

vw) = ) (-7

For each w, we have to determine the index i s.t.
w equals g;, the i-th column of the encoding matrix G

gi=T- MM (eF)
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Preparation of |y)) w/ Shor’s Algorithm @© nrT

vw) = ) (-7

For each w, we have to determine the index i s.t.
w equals g;, the i-th column of the encoding matrix G

I : derived from

linear mask gi=rT- M) (€F;)
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Preparation of |y)) w/ Shor’s Algorithm @© nrT

vw) = ) (-7

For each w, we have to determine the index i s.t.
w equals g;, the i-th column of the encoding matrix G

I : derived from
linear mask

M :state update
matrix of LFSR

gi=T- MM (eF)
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Preparation of |y)) w/ Shor’s Algorithm @© nrT

For each w, we have to determine the index i s.t.
w equals g;, the i-th column of the encoding matrix G

I : derived from
linear mask

M :state update
matrix of LFSR

gi=T- MM (eF)

Multiplying MT corresponds to
multiplying the generator a of (F,¢)"
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Preparation of |y)) w/ Shor’s Algorithm @© nrT

For each w, we have to determine the index i s.t.
w equals g;, the i-th column of the encoding matrix G

I : derived from .
linear mask gi=rT- M) (€F;)

M :state update =TI a! (e F,)
matrix of LFSR

Multiplying MT corresponds to
multiplying the generator a of (F,¢)"
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Preparation of |y)) w/ Shor’s Algorithm @© nrT

For each w, we have to determine the index i s.t.
w equals g;, the i-th column of the encoding matrix G

I : derived from .
linear mask gi=rT- M) (€F;)

M :state update =TI a! (e F,)

matrix of LFSR
i =log,(gi) —loga(I) +1
Multiplying MT corresponds to

multiplying the generator a of (F,¢)"
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Preparation of |y)) w/ Shor’s Algorithm @© nrT

For each w, we have to determine the index i s.t.
w equals g;, the i-th column of the encoding matrix G

I : derived from .
linear mask gi=rT- M) (€F;)

M :state update =TI a! (e F,)

matrix of LFSR
i =loge(gi) —log,(I') +1

Multiplying M™ corresponds to can be efficiently computed by
. . X
multiplying the generator a of (F,) Shor’s algorithm for discrete log
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Attack Idea in Q2 ¢ = Cor(s9¢G, 2) ©) NTT

2. Prepare the state corresponding to the function ¥, i.e.,

)= sz 2w ¥ (W)|W> poly(#)
y applying Shor’s algorithm
3. Apply the Hadamard operator to obtaln 0(1)
RF|4))) — N
H2*|yY) NSO Y., Cor(xG, z)|x)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)

poly(£) - ¢ 1(c™! + (Step 2 + Step 3))
by applying quantum counting
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Attack Idea in Q2 ¢ = Cor(s9¢G, 2) ©) NTT

2. Prepare the state corresponding to the function ¥, i.e.,

y applying Shor’s algorithm
3. Apply the Hadamard operator to obtaln 0(1)
R |4f)) — N
H2*|yY) NSO Y., Cor(xG, z)|x)

4. Amplify the amplitude of x with a large Cor(xG, z) (with QAA)

~ poly(£) - ¢ (¢! + (Step 2 + Step 3))
Overall: 0(34 - C 2) by applying quantum counting
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Applications ©) NTT

Key Length  Attack Model Data/Query Ref./Note
Classical 216286 2159.62 [GZ21]
SNOW 2.0 128 or 256 _
Q2 2893 2593 This paper
Classical 2174.95 2170.81 [GHW24]
SNOW 3G 128 _
Q2 21029 2729 This paper
Classical 21348 2135 [ZLGJ23]
Sosemanuk 128 - 256 Q1 288 2746 [DWZS24]
Q2 2101.11 273.15 This paper
Classical 2k k Brute force
Any k
Q1 or Q2 e k Grover search
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Concurrent and Independent Work ©) NTT

A recent workshop abstract by Einsele and Wunder also
mentions quantum speed-up of fast correlation attacks, but
attack models and attack algorithms are not explained.
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Summary ©) NTT

Quantum algorithms on fast correlation attacks by relating
classical FFT (FWHT) with QFT (Hadamard operator)

In Q1, it seems hard to achieve meaningful speed-up

In Q2, introducing a special attack model, an interesting
speed-up is obtained by using Shor’s alg. for discrete log

Complexity in Q2 is 0(#*/c?) for £ -bit LFSR, if a linear
approximation of correlation c is available

First quantum attack on SNOW 2.0 faster than Grover and
current best (quantum) fast correlation attack on SNOW 3G

Thank you!
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