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➢ Model Parameter Extraction as a Cryptanalytic Problem 

➢ Our attack in the hard-label setting



➢ Model parameter extraction



➢ Similar to a cryptanalysis problem (chosen-plaintext attack)



➢ Feedbacks



➢ Motivation

• The problem of model parameter extraction was first proposed by Baum in 
1990 [1].

•  When the feedback is raw output, there are attacks with polynomial 
computation and query complexity [5,6].

• Previous papers state that the hard-label setting (i.e., the feedback is the 
hard-label) is a strong defense against model parameter extraction [2,3,4,5,6].
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