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• Resilience: t < n/3 is necessary [PSL80,LSP82] 

• Rounds: Deterministic Ω(n) [FL82] 

• Communication: Ω(n2) messages [DR82] (also [ACD+23])

3

n ≥ 3t + 1

𝖤(O(1))

O(nL + n2)
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Broadcast for MPC

• Secure computation protocols assume broadcast 

• [BGW88] Verifiable Secret Sharing: 

• Complain about the dealer 

• Vote on the dealer

7

Communication Pattern

n × 𝖡𝖢(L)1 × 𝖡𝖢(L)



Parallel Broadcast

8



Parallel Broadcast

8



Parallel Broadcast

8



Parallel Broadcast

8

• Agreement: On the messages of all senders

• Validity: Output each honest sender’s message
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[KK06] Framework
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O(nL + n3 log n) 𝖤(O(n4 log n))
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Oblivious Leader Election

c1

c2

c3

c4 c6

c5

ℓ
cℓ is smallestBias

How to generate the random loads 
obliviously (no adversarial bias)?
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[FM06,KK08,AAPP22]

c1→i

c2→i
c3→i

c4→i

c5→i

Contribution via 
commit + reveal

ci =
n

∑
j=1

cj→iAdversary cannot bias!
Each party receives at least one 
uniformly random contribution 

from an honest party
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Broadcast

Gradecast Byzantine Agreement

Oblivious Leader Election

Verifiable Secret Sharing

× n2

[KK06] Framework
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Statistical security suffices!

No agreement OR corrupted leader𝖯𝗋[ ] ≤
1
2

Everyone agrees on honest leader𝖯𝗋[ ] ≥
1
2

Probability that 
OLE fails!

No agreement OR corrupted leader OR some other bad event𝖯𝗋[ ] ≤
1
2

Statistical error

Leads to fewer secrets!
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ci→1

ci→2
ci→3

ci→4

ci→5
Contribute to log n 

parties!

We need: With high probability each party receives at least one honest contribution

Challenge 
 Make it work against 
an adaptive adversary

Not in this talk
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Õ(mn + n3)

Our statistical VSS for m secrets with error ϵ

Õ(mn2 + n2 log(n/ϵ))

No agreement OR corrupted leader OR the VSS fails𝖯𝗋[ ] ≤
1
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Everyone agrees on honest leader𝖯𝗋[ ] ≥
1
2

 suffices!ϵ =
1

𝗉𝗈𝗅𝗒 𝗇
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Contributions
• Conceptual contributions: 

• Statistical OLE suffices 

• OLE from statistical VSS 

• Technical contributions: 

• Statistical OLE with lesser secrets 

• Amortized Statistical VSS for lesser secrets
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