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What is lattice Gaussian
sampling?

The Gaussian function is given by ps(x) = e~IXI*/s*,

Over a discrete set S, we get ps(S) = >, ¢ ps(X). T
. . S o ([ ]
Discrete Gaussian distribution:
o [ )
[ ()
Ps (y)
D = (] [
A-‘rts(y) ps(A + t) ° P ° °
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What is lattice Gaussian
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The Gaussian function is given by ps(x) = e~IXI*/s*,
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Two main goals in cryptography:

1. Security (secret information stays secret)
2. Ef'ﬁciency (are the methods actually usable?)
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Two main goals in cryptography:

1. Security (secret information stays secret)
2. Efﬁciency (are the methods actually usable?)

Smoothing parameter

Minimum amount of noise that when added to the lattice makes the distribution uniform
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Two main goals in cryptography:

1. Security (secret information stays secret)
2. Efﬁciency (are the methods actually usable?)

Smoothing parameter is 7.(A)
such that

Op-(inc(A)?) —1=¢

Efficient sampling
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Ne(A)
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Two main goals in cryptography:

1. Security (secret information stays secret)
2. Efﬁciency (are the methods actually usable?)

Smoothing parameter is 7.(A)
such that

GA*(ine(A)z) —1=c¢

Efficient sampling
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Two main goals in cryptography:
Smoothing parameter is 7.(A)
1. Security (secret information stays secret) such that

2. Efﬁciency (are the methods actually usable?) O, (i7l (A)2) 1=

Security loss Efficient sampling

<ne(A) ne(A) ne(A) <
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Two main goals in cryptography:
Smoothing parameter is 7.(A)
1. Security (secret information stays secret) such that

2. Efﬁciency (are the methods actually usable?) O, (i7l (A)2) 1=

Security loss Efficient sampling

<ne(A) ne(A) ne(A) <
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A g-ary lattice A is such that

gqZ" C ACZ", qeN. ® ° °
[ ] [ ] ®
One-to-one with linear codes over Z
W 47°+(0,0)
W 472+(1,3)
472+(3,1)
472+(2,2) L] ° L]
] [ ] ®
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A g-ary lattice A is such that

gqZ" C ACZ", geN. ¢ ° .

One-to-one with linear codes over
Zq— qZ" +C W 472+(0,0)
W 472+(1,3)
472+(3,1)

¢ =1{(0,0),(1,3),(3,1),(2,2)} 472+(2,2)
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Theta series of a lattice

Weight enumerator of a code

O (Z) = ZXEA

em@X®  Im(z) >0

swee (Xo, - - -

) Xf) = ZceC

Xo

no(e) -

) XZe(c)

Imperial College London

where ¢ = [q/2].
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Theta series of a lattice Weight enumerator of a code

OA(Z) = Ypen €’ Tm(z) >0 swee (X0s -+, Xe) = Ygee X2 LX)

where ¢ = [q/2].

Lee weight of ¢ € Zq is Wiee(c) = min{c,q —c}

(9=4)
c=((1),1,2,0,(3),2,1,2)
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Theta series of a lattice Weight enumerator of a code

OA(Z) = Ypen €’ Tm(z) >0 swee (X051 Xe) = Yo X2 ..

ne(e)

where ¢ = [q/2].

Lee weight of ¢ € Zq is Wiee(c) = min{c,q —c}

(9=4)
c=((1),1,2,0,(3),2,1,2)

Lee Weight Profile: Tracks the Lee weights of each coordinate of the codeword

[no(€),ni(e),...,ne(e)], £=[q/2]
where ny(€) = #{i: Wiee(Ci) = W}, i.e., the number of coordinates of ¢ that are +w.
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How does the theta series help with sampling?

Recall:

pAtt) = 3 e P = v emEd — g, (2)

xcA+t xeA+t

~ Setz = i/52
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Tool 1: Theta Series

We can show that for a Construction A lattice with g > 2 and some shift t € Z,

Onne)+t(2) = SWGCH(@Z(QZZ% cees @Z+g (qzz)).

Lemma (Key observation)

Sample g-ary lattice Ax+t Sample a codeword in C + t with
respect to Lee weight profiles
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Consider a vector in the coset 478 + (1,1,2,0,3,1,2).

42], if Vv = (0]
47+ (1), ify =1

4z, + 2, ifyy =2
4z +(3), ify=3.

lI-Zj + v =

Derive a corresponding theta series for each one-dimensional lattice coset 4Z + 1. Notice

(—)qZ'H(Z) :@qZ+q—j(Z)a J:1a277q_1

478 +(1,1,2,0,3,1,2) ~ 4Z @ (4Z* + (1,1,1,1)) @ (422 + (2, 2))

| |

©4z(2) * Ouz(2)* Ouz+2(2)°
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Tool 2: Coset Decomposition

A= U AN +v
velC+t

Coset decomposition

1. Sample v € C + t with probability Da ¢ s(A’ + 1),
2. Sample a lattice vector x’ € A’ with probability Dp:, (X' + v)

August 20, Crypto 2025
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Algorithms for sampling
Construction Aforq > 2

Set A’ := gZ" and sample a representative from the shifted code C + t.

1. Sample a coset representative v from C + t with probability depending only on the Lee weight
profile.
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Algorithms for sampling
Construction Aforq > 2

Set A’ := gZ" and sample a representative from the shifted code C + t.

1. Sample a coset representative v from C + t with probability depending only on the Lee weight
profile.

Recall that ®iqz; + v; ~ qz + v. - .

2. Apply n Z-samplers, i.e. sample Z + v;/gq many times. .
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Algorithms for sampling
Construction Aforq > 2

Set A’ := gZ" and sample a representative from the shifted code C + t.

1. Sample a coset representative v from C + t with probability depending only on the Lee
weight profile.

Recall that ®iqz; + vy ~ qz + v.

2. Apply n Z-samplers, i.e. sample Z + v;/q many times.
3. Multiply by q.
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Code symmetries

e For the binary case q = 2, we can utilise the
fact that if a code contains the 1 word, then it
is symmetric

e Sample/store half of the codewords

Example (Eg)
Es = 278 + RM(1,3)

Wrai1,3) (X, Y) = X2 + 14x*y* + y®

e y& — 1 RM(1,3)
e Only need 7 codewords to recover the entire
code
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Code symmetries Code structure

e For the binary case q = 2, we can utilise the e Concentration of codewords of certain
fact that if a code contains the 1 word, then it weights
is symmetric

e Rejection sampling with few iterations

* Sample/store half of the codewords ¢ Predictable codeword structure

Example (Eg) Example (D,,n > 1)
Eg = 278 + RM(1, 3) Dn = 2Z" + P, where P, is the even weight
code
Wrnas) (X, y) = X2 + 14x*y* +y® e If nis even, then P, is symmetric
e k-out-of-n choosing procedure samples a
e y¢ = 1¢RM(1,3) codeword of weight k

e Only need 7 codewords to recover the entire
code
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Multilevel sampling Schur product
e Compute the Schur product of codewords to

270 + ¢ get number of positions of 1’s in each
l codeword
A ALt e Together with the Hamming weights, we can
C=207C0+.. . + 20+ G solve a system of linear equations for the
nj(c)

2L7Zh 42l 4220 g+ 420+ G

2L7Z0 424 e  + 2520 4 ...+ 20+ G

2L70 + 24 e + 24 2eL 1+ ...+ 2¢5 + €
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Efficient sampling
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Lattice Speed-up Sampling width Sampling width

(Simulation) (Our work) ([EWY23])
A2 32>< = 7’]5(A2) R 1)e (Az)
Es 25x% = n.(Eg) ~ n¢(Es)
D, 2% = 1¢(Dn) ~ 1/((Dn)
BWie 9.56x = 1e(BWsg) > 1 (BWsg)

Table: Results for 100,000 samples with ¢ = 273 and shiftt = 0.

We compared the efficiency of our algorithms with the work done in [EWY23]".

1Espitau, T., Wallet, A., Yu, Y.: On Gaussian sampling, smoothing parameter and application to lattice signatures. In: Guo, J.,
Steinfeld, R. (eds.) Advances in Cryptology - ASIACRYPT 2023. pp. 65-97. Springer Nature, Singapore (2023)
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IMPERIAL

Thank you.
Questions?
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